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Figure 9. Experimental results of the motion capture system with differ-
ent numbers of active cameras. The accuracy of the proposed method is
comparable to a motion capture system with 10 active cameras.

ive balls as markers for the mocap system. After calibrating
the mocap system, we record image sequences from all 16
motion capture cameras (with a combined 27MP of resolution)
as well as the DodecaPen tracking camera (1.3MP) simul-
taneously. Because motion capture obtains the 3D position
from triangulation from multiple cameras, it is interesting to
see how accuracy degrades with fewer cameras. Since not
every camera contributes to the pose computation on the same
level, we make a best effort of selectively reducing the number
of cameras in lowest priority order based on the distance to
the pen as well as the percentage of the time the markers are
blocked from that camera view. The results shown in Figure 9
reveal that the proposed method is comparable to a motion
capture system with 10 active cameras (17MP). The drawing
results generated by the mocap system with 16 cameras are
also shown in Figure 6 and are virtually indistinguishable from
the ground truth.

APPLICATIONS
The DodecaPen can provide low-cost writing and drawing
capabilities to both 2D and 3D (e.g., VR) applications. We
demonstrate both 2D and 3D drawing. Although a pen is
typically used for writing and drawing, the pen (via the do-
decahedron) can also serve as a handheld proxy for 3D objects.

2D Drawing
Our system can turn any flat surface into a digital writing and
drawing surface, such as on a desk or whiteboard, as shown
in Figure 10. Although the DodecaPen requires an external
camera, the pen and surface do not require any electronics
found in professional graphics tablets [33] and can digitize
real graphite or ink without a textured pattern [2]. With 3D
tracking we can utilize the space above the writing surface
and enable hover-based interactions [13] as well as multi-layer
interactions [30]. Instead of using an external camera, we
could embed a camera with a global shutter to our existing
devices (monitors, laptops, mobile devices) and create writable
surfaces on the fly.

Figure 10. The DodecaPen can turn a flat surface into a digital drawing
surface.

(a) Drawing on a 2D surface (b) Drawing in 3D space
Figure 11. In a VR environment, the DodecaPen can (a) draw on a
midair 2D surface or (b) emit 3D ink when the spacebar is pressed.

3D Drawing
In addition to drawing on a 2D surface in a 3D VR environ-
ment, we can use the DodecaPen to draw 3D curves, as shown
in Figure 11. The pen can emit 3D ink for 3D annotation
or be used as an instrument for content creation, such as a
virtual sculpting tool [10]. For demonstration purposes, we
use the spacebar to emit 3D ink, as shown in Figure 11 (b).
The DodecaPen can also be used to digitize real 3D objects by
specifying the 3D points of a surface (e.g., Ivan Sutherland’s
Volkswagen [7]) rather than scanning and then re-meshing [1].

General 6DoF Object Tracking
Although we focused on the specific application of tracking a
pen, the dodecahedron can be used as a general 6DoF tracked
object. We can use the dodecahedron to enable tangible in-
put [19], either as a proxy for virtual 3D objects or to bring
in other physical devices into VR. The form of the pen lends
itself to represent cylindrical objects such as a VR wand or
baton, as shown in Figure 12 (a). Additionally, it can repres-
ent more general objects to be inspected for educational or
industrial (e.g., CAD models) purposes, as shown in Figure 12
(b). Furthermore, the proposed system can serve as a low-cost
motion capture system for digital puppetry [16].

The tracked dodecahedron can be attached to physical objects
other than a pen. In Figure 13 (a), we attach the dodecahedron
to a physical keyboard to display in VR. The dodecahedron
itself could be a tangible 12-sided VR die for use in a board
game, as shown in Figure 13 (b).



(a) Cylindrical object (b) General object
Figure 12. The DodecaPen can (a) double as other cylindrical objects
such as a VR wand or (b) provide general 6DoF object tracking.

(a) DodecaKeyboard (b) DodecaDie
Figure 13. The dodecahedron can (a) be attached to physical objects
such as a keyboard for tracking in VR or (b) be used as a simple 12-
sided VR die.

CONCLUSION
We have demonstrated a system for sub-millimeter-accurate
6DoF tracking using a set of readily available and easy-to-
assemble components. Through design choices around the
shape and appearance of the tracking fiducial as well as careful
the application of computer vision algorithms for calibration
and pose estimation, we show that single camera pose estima-
tion can be fast enough and robust enough for drawing in 2D,
3D and in VR.

We have systematically validated each design decision of the
system. We show that marker corner alignment is insufficient
for robust and accurate tracking. A combination of inter-frame
alignment and dense pose refinement is needed to achieve suf-
ficient accuracy and robustness. A straightforward application
of the Lucas and Kanade method is improved by adapting the
step size with a backtracking line search. We show empiric-
ally that the algorithm can be accelerated by considering only
the most relevant parts of the square marker for direct align-
ment. We also show that the bundle adjustment calibration
of the handmade dodecahedron is essential and effective at
correcting systematic errors in the model. Through a combin-
ation of simulation and experimentation, we characterize the
system’s sensitivity to shot noise, spatial blur, and image res-
olution to provide practitioners a useful guide for evaluating
its applicability.

Limitations and Future Work
Despite the ease-of-construction and setup of our proposed
system, it has some significant drawbacks. The proposed
computer vision algorithm is slow by the standards of Lu-
mitrack [34] or motion capture systems which can achieve a
throughput of 300-800Hz. Because the algorithm is run on a

PC, it incurs the latency of transferring the image to the host
in addition to processing time. Although we show graceful
degradation of the algorithm accuracy with camera resolution,
the accuracy and the working volume of the system is ulti-
mately limited by the angular resolution of the chosen camera
system and the robustness of the binary square fiducial marker
recognition software.

Since the tracking accuracy suffers from motion blur, we need
to set the exposure time of the camera to a reasonable value
for the application. From our experiments, we find that a
maximum exposure time of 4ms is good for general writing
or drawing. Therefore, if the imaging system is sufficiently
sensitive to produce bright enough images in 4ms to detect
markers, our tracking system works properly. If the input
frame is too dark for the ArUco marker detector to detect
markers, our system will not work. In this case, we need to
either add more light or improve the imaging system (with a
better sensor or a faster lens).

Our presented stylus contains no electronic components, but
the proposed computer vision system can easily be augmented
with buttons for discrete input and an inertial measurement
unit to reduce latency and increase throughput. To simplify
the VR setup, we could attach the DodecaPen camera to the
headset instead of setting it on a desk, since the headset is also
tracked. Although we have demonstrated that only part of the
binary square fiducial marker is useful for dense alignment,
we still transfer the entire image from the camera to the host.
Integrating on-camera compute or new sensing modalities
such as event cameras may further reduce latency and improve
throughput. The proposed system cannot handle occlusion
because it relies on a single camera, but occlusion can be
addressed with the addition of more cameras at the cost of
additional setup complexity and calibration.
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