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Abstract—Referring expression is a special kind of verbal expression. The goal of referring expression is to refer to a particular object in some scenarios. Referring expression generation and comprehension are two inverse tasks within the field. Considering the critical role that visual attributes play in distinguishing the referred object from other objects, we propose an attribute-guided attention model to address the two tasks. In our proposed framework, attributes collected from referring expressions are used as explicit supervision signals on the generation and comprehension modules. The online predicted attributes of the visual object can benefit both tasks in two aspects: First, attributes can be directly embedded into the generation and comprehension modules, distinguishing the referred object as additional visual representations. Second, since attributes have their correspondence in both visual and textual space, an attribute-guided attention module is proposed as a bridging part to link the counterparts in visual representation and textual expression. Attention weights learned on both visual feature and word embeddings validate our motivation. We experiment on three standard datasets of RefCOCO, RefCOCO+ and RefCOCOg commonly used in this field. Both quantitative and qualitative results demonstrate the effectiveness of our proposed framework. The experimental results show significant improvements over baseline methods, and are favorably comparable to the state-of-the-art results. Further ablation study and analysis clearly demonstrate the contribution of each module, which could provide useful inspirations to the community.

Index Terms—Referring expression, generation, comprehension, attributes, attribute-guided attention.

I. INTRODUCTION

Referring expression is often a noun phrase to identify an object in a discourse. It is frequently used in our daily conversation when a speaker needs to refer or indicate a particular object to a listener. Imagine a dialogue between two viewers before a crowd of people in Figure 1. The speaker can use the expression “The closer boy in red” to refer the target, then the listener can successfully comprehend which person is referred to by attributes of “closer” and “red”. Note that lacking either attribute will make it ambiguous.

Regarding the two tasks in computer vision, referring expression generation and comprehension are mutually inverse. The task of generation requires the model to generate unambiguous expressions for a target object in the image. On the other side, comprehension requires the model to understand the received expression, accomplishing it by localizing the referred object in the image. Figure 2 illustrates referring expression comprehension and generation in two rows respectively. The green and blue boxes denote ground truths and comprehended objects respectively.

Referring expression comprehension is a newer task which outputs the object’s location given the expression. Practical approaches often accomplish this task in two steps: First, generate a group of candidate objects via object detectors. Second, pick the referred object from the candidates. Recent approaches focus on how to design a ranking-based strategy to retrieve the referred object in the second step, and mainly formalizing it in two ways. The first one addresses the problem as the inverse process of the generation. By the generation model, the probability \(P(r|o)\) of the referring expression \(r\) given the object \(o\) can be obtained. By Bayes’s rule, given \(r\), \(P(o|r)\) can be obtained by converting \(P(r|o)\). The second one addresses the problem in an image/text retrieval approach. The visual and textual representation of the target object are embedded into a common space, then a distance metric is
Fig. 2. Some examples of referring expression comprehension (first row) and generation (second row) based on our proposed attribute-guided attention model. The green box denotes the referring object and the blue box denotes the comprehended ones.

learned. The referred object can be retrieved by computing similarity with the embedded expression in the common space. As a subtask of natural language generation (NLG), referring expression generation (REG) has a longer history. REG has been studied since the 1970s [1]–[4], when ground truth attributes are given as building blocks of the expression. The major concern lies on how to select attributes to build an expression uniquely describing the object. The generation process is often accomplished by rule-based algorithms, leading to highly formatted expressions. REG based on vision is inherently a different task, wherein the attributes are not available. In this modern branch, expressions are generated on the referred object in the image. Modern vision-based REG methods benefit a lot from the powerful encoding of both the image and the language. Early works like Mao et al. [5] are the first to use deep neural networks, where Convolutional Neural Network (CNN) and Long Short-term Memory (LSTM) [6] are the encoding methods for the visual and language parts respectively.

Considering the core roles that attribute play in distinguishing the referred object from other distractions. Our approach aims to re-utilize the attributes once used in traditional referring expression generation. Kazemzadeh et al. [7] categorizes the attributes in referring expression into 7 types: category name, color, size, absolute location, relative location, relative object, and generic attribute. While in [7], attributes for each type are pre-defined manually and the generated expression is the selected attributes. Liu et al. [8] are the first to automatically learn and predict attributes in referring expression. In [8], attributes are defined in a broader sense of actions, patterns along with original ones, and collected from expressions without manual categorization. Then an offline attribute learning model is learned via the one-to-many mapping of visual object and the associated attributes as labels. Finally, the obtained visual feature of attributes can be embedded into both generation and comprehension.

This paper is an extended version of our initial conference paper [8]. In this paper, we not only use attributes as additional features [8], but also adopt them to guide the attention learning on visual and textual spaces. Since attributes are the most prominent elements that distinguish the referred object from other objects, they are highly possibly reflected in both the visual feature and the textual description of the referred object. It is desired to let the attribute-corrresponding parts in visual feature and expression words have more attention. To be more specific, we use the learned attributes as the guiding signal on both the visual feature and the expression. Inspired by the successful attention mechanism on both language tasks and vision tasks, we here use attributes to guide the visual and word attention to focus more on the distinguishing parts.

Early datasets [2], [3], [9] of referring expression mainly use synthesized images in artificial scenarios. Recently, larger and natural image datasets are built and the comprehension task is included, as well as real-world interactions with robotics [10], [11]. Kazemzadeh et al. [7] introduce the first large-scale REG dataset of 20k natural images from the ImageClef dataset [12], by a two-player interactive game. Later, Yu et al. [13] introduce the RefCOCO and RefCOCO+ dataset by collecting images from the MSCOCO dataset [14]. In addition, RefCOCOg from Mao et al. [5] is also based on MSCOCO, while the expressions are longer and more complex. We evaluate our attribute-guided attention model on the three standard benchmarks, RefCOCO, RefCOCO+ and RefCOCOg.

The remainder of the paper is organized as follows. In Section II, we discuss related works. In Section III, we describe the the proposed model and its analysis. In Section IV, we evaluate the performance on the datasets of RefCOCO, RefCOCO+ and RefCOCOg. In Section V, we discuss limitness of our work and future direction. In Section VI, we give the conclusion of our work.
II. RELATED WORKS

Referring expression generation and comprehension are at the intersection of vision and language, and involve several tasks, including image/region caption [8], [15]–[28], visual-semantic embedding [29]–[40] and object detection/localization [41]–[43]. Tasks of visual question answering (VQA) [44]–[46] and word/phrase grounding are also related. Besides, the requirement of unambiguity in referring expression drives researchers to design particular features and algorithms. We here review related works from the above respects.

A. Image/Region Caption

Image/region caption is similar to the task of referring expression generation, while the latter generates shorter noun phrases, and focuses more on the unambiguity. Modern approaches of image caption are based on the CNN-RNN architecture [15], [16]. The CNN feature extracted from the image is taken as the input to the RNN/LSTM network, either at the very beginning step or at all time steps. In the training stage, word tokens are taken as inputs to each time step. In the testing stage, word tokens sampled from previous step are input to the next step. Attention model originally proposed for natural language translation [47] is later successfully used in image caption. Xu et al. [18] are the first to introduce the attention model to image caption. Later, variations of attention models [19]–[22] are emerging. Attributes or high level semantics are also explored, either as embedded features or combined with attention. It should be noted that our method differs from them that we use attributes as the guidance for the attention on both visual and textual features. A more similar task to referring expression generation is region caption, like [26] providing a dense group of region captions, or [27] giving structured alignment of words/phrases and regions. These tasks do not focus on the unambiguity of the caption, therefore differ from referring expression generation.

B. Visual-Semantic Embedding

Some recent referring expression comprehension approaches rely on visual-semantic embedding algorithms. Frome et al. [29] propose the first visual-semantic embedding framework, where they use CNN and Skip-Gram to encode image and words, along with the ranking based training strategy. Kiros et al. [30] replace the Skip-Gram [31] with LSTM to encode the sentence in a similar framework. Vendrov et al. [32] consider the order structure of visual semantic hierarchy with a new objective. Wang et al. [33] add within-view constraints to preserve structure constraints. Yan and Mikołajczyk [34] use deep canonical correlation analysis as the objective, pushing the paired image-sentence closer with high correlation. Based on the similar framework, Klein et al. [35] use Fisher Vectors (FV) [36] to learn more discriminative representations for sentence. Lev et al. [37] alternatively use RNN to aggregate FV and Plummer et al. [38] explore the region-phrase correspondences.

C. Object Detection/Localization

The output of referring expression comprehension is the bounding box of the target object. This naturally accords with the task of object localization [48], wherein the output is also the bounding box of the single object in the image. The specialty of referring expression comprehension is that it has an extra input of the expression, and always contains multiple objects in the image. A direct thinking is to address the task in the approach of object localization, i.e., regressing the coordinates of the target object. But the method turns out not to be working well. One major reason is the limited data in this field. Therefore, current comprehension methods have to take two steps to accomplish the task in practice. The first step is to use modern object detectors to obtain a group of candidate objects. Then, the target object is retrieved from the group of objects. Thus, the final result is directly dependent on the quality of the object detector. There have been maturely developed detectors, like the two-stage RCNN series [41]–[43], or the one-stage SSD/YOLO series [49]–[51]. Further discussion is beyond the scope of this paper.

D. Referring Expression

Referring expression generation and comprehension are two inverse and complementary tasks. There are papers like [52]–[54] addressing single tasks of either generation or comprehension, as well as papers like [5], [13], [55] on both tasks. The connection between two tasks is interesting and they impact each other. For instance, the comprehension can be accomplished by using the trained generation model, wherein the probability $P(r|o)$ of the referring expression $r$ given the object $o$ can be obtained. By Bayes’ rule, given $r$, $P(o|r)$ can be obtained by converting $P(r|o)$. Then we can pick the one with the maximum $P(o|r)$ as the target object. On the other side, a trained comprehension model can be either used as a guidance during the process of generation, or as a post-ranking tool to pick the expression with least ambiguity.

Deep learning based methods start from Mao et al. [5] and Hu et al. [52]. Both approaches extract VGG features from the object regions, and encode the location/size of the objects, then input them to the LSTM model to generate the expression. For the task of comprehension, they both use the retrieval based method following Bayes’ rule, picking the region maximizing $P(r|o)$. In [5], the need for unambiguity in referring expression generation is considered, where the max-margin MMI (Maximum Mutual Information) strategy is used to maximize the mutual information between the target object and its expression. The MMI training later becomes a standard strategy in referring expression. Later works of [13] and [53] both model the context of the target object. To make the target unique, [13] computes the visual difference between it and its surrounding negative objects. A tie LSTM model is also proposed to generate the expression of multiple objects together. In [53], context is modeled as the supportive description, which can be found in the expressions like “flower on the left of TV”. More recent works are considering the inner connection between generation and comprehension. Both [55] and [54] use a pre-trained comprehension model as a guiding tool supervised on the training of the expression generation module. In [54], a proxy training strategy is proposed to supervise the generation module to generate more unique expressions. In [55], similar idea is...
implemented in a reinforcement learning approach, where the pre-trained comprehension model is used as the reward function towards the generation process. In addition, both [55] and [54] use the comprehension model as a post-ranking tool to pick the expression from a much wider range of candidates, which differs from traditional caption approaches like beam search. Yu et al. [55] are also the first to integrate generation and comprehension in a joint learning model. Experiments show that the two tasks can be benefited from each other.

III. Architecture

In this section, we review the backbone frameworks for referring expression generation and comprehension respectively in Subsection III-A and Subsection III-B. Then in Subsection III-C, we introduce the proposed attribute-guided attention model. In the rest of the paper, we use the term “generation model” and “speaker” alternatively to denote the model for the task of generation, and the term “comprehension model” and “listener” to denote the model for the task of comprehension.

A. Referring Expression Generation

The task of referring expression generation is to generate an expression \( r \), given the input image \( I \) and a target object \( o \) (in the form of a bounding box). Formally, the generation model is trained to maximize the likelihood of the correct expression by:

\[
G^* = \arg \max_G \sum_i \log P_G(r_i | I_i, o_i)
\]

where \( G \) is the generation model, \( i \) denotes the index of the training sample. In this paper, we use the CNN-LSTM framework as the backbone of the generation model. The CNN-LSTM model is also commonly used in image caption, where the input is the image itself. Moreover, the motivation of referring expression is to generate descriptions that distinguish the target object from other objects.

The CNN module is used to encode the visual features, and the LSTM is used to decode it and generate the sequence. Human in real world often use appearance and location word to refer to their target. Following previous works [5], [13], we use the VGG-fc7 feature extracted from the object region as the basic visual appearance feature \( o_i \). For the location feature \( l_i \) we use the commonly used 5-dimension vector \( [x_i, y_i, x_r, y_r, w, h] \) to encode it. \( x_l, y_l, x_r, y_r \) are the left, top, right and bottom coordinates of the object region and \( w, h \) are widths and heights of the region and the image. Additionally, other features e.g. global features \( g_i \) of the whole image and comparison features \( \delta_i \) [13] are also used to improve the performance. In this paper, we use \( o_i \) and \( l_i \) as the basic components for the visual feature \( v_i \), and optionally use \( \delta_i \). The final visual representation \( v_i \) of the target object is a concatenation of above features followed by a fully-connected layer \( W_v \):

\[
v_i = W_v ([o_i, l_i, \delta_i]) + b_v
\]

where \( \delta_i \) is concatenation of \( \delta_{1i} \) and \( \delta_{l_i} \), \( \delta_{1i} = \frac{1}{l} \sum_j \alpha_{j} \frac{a_{j} - a_{j-l}}{a_{j} - a_{j-l}} \) is the appearance difference feature and \( \delta_{l_i} \) is the location/size difference feature. For the generation part, LSTM receives the word token at each time step and outputs the word for the next step. Similar to approaches in image caption, the visual feature \( v_t \) is taken as another input to the LSTM module.

In this paper, we input \( v_t \) at all time steps since we find it works better in practice. Therefore the LSTM is formulated as follows:

\[
\begin{align*}
    i_t &= \sigma(W_{ix}x_t + W_{ih}h_{t-1} + W_{io}o_t + b_i) \\
    f_t &= \sigma(W_{fx}x_t + W_{fh}h_{t-1} + W_{fo}o_t + b_f) \\
    o_t &= \sigma(W_{ox}x_t + W_{oh}h_{t-1} + W_{oo}o_t + b_o) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tanh(W_{cx}x_t + W_{ch}h_{t-1} + W_{co}o_t + b_c) \\
    h_t &= o_t \odot \tanh(c_t) \\
    \text{prob}_t &= \text{softmax}(W_{ph}h_t + b_p)
\end{align*}
\]

where \( x_t \) is the input token word at each time step and the various \( W \) matrices and \( b \) are the training parameters. \( i_t, f_t, o_t, c_t \) and \( h_t \) are input gate, forget gate, output gate, memory cell and hidden states respectively. \( \text{prob}_t \) is the probability of the output word tokens. The whole model can then be trained by minimizing the cross entropy loss, or equivalently the negative log-likelihood:

\[
L_1(\theta_G) = -\sum_i \log P(r_i | o_i; \theta_G) = -\sum_i \sum_{t=1}^T \log P(r_i, t | r_{i, \leq t}, o_i; \theta_G)
\]

where \( \theta_G \) is the parameter of the generation model \( G \). To model the property that no two objects in the same image should be described by the same expression, we follow the paradigm of MMI training in [5]. We use the triplet hinge loss to encourage the target object to have a larger probability than other objects towards its descriptions. The margin ranking loss is formulated as follows:

\[
L_2(\theta_G) = -\sum_i \left[ \max(0, M + \log P(r_i | o_i; \theta_G) - \log P(r_i | o_i; \theta_G)) \right]
\]

where \( M \) is the margin value.

B. Referring Expression Comprehension

The task of referring expression comprehension requires the comprehension model to be a good listener. Moreover, the listener needs to prove its understanding by pointing to the target object, specified by the bounding box of the object. Therefore the listener should also have a good sense of objectness. We evaluate both situations when ground-truth candidate objects are available or not. The former case focuses on the comprehension model itself, while the latter can evaluate a more practical system using object detectors. To this end, the input of the task is an image \( I \), a set \( C \) of candidate regions (objects) \( o \) and a referring expression \( r \). As mentioned before, approaches addressing comprehension can be split into two types: speaker based approach and the common space embedding model.
The goal is to pick the object region with \( o^* = \arg \max_{o \in C} P(o|r) \), but the value of \( P(o|r) \) is not directly available. The method is to obtain \( P(o|r) \) via \( P(r|o) \), which is the product of output probability generated by the trained speaker model. Then by Bayes’ rule, we have

\[
P(o|r) = \frac{P(r|o)P(o)}{\sum_{r' \in C} P(o|r')}
\]

(11)

Since the denominator is identical for all candidate regions, to select the object region \( o^* = \arg \max_{o \in C} P(o|r) \), we can in turn select the one with \( o^* = \arg \max_{o \in C} P(r|o) \).

Figure 3 illustrates the process of the speaker based approach of referring expression comprehension. The LSTM blocks are the trained speaker module. The left side shows the input candidate object regions. Finally, the object regions are ranked by the product of probability \( \prod P_i \), where \( i \) and \( j \) denotes the index of the object and the output word token respectively.

2) Common Space Embedding Model: The common space embedding model has been effectively used in the field of image/text retrieval. For the task of referring expression comprehension, it performs better than the speaker based model in practice. Effective representations in both visual and textual space are prerequisites for the common space embedding. The embedding of language has been studied a lot in the community of natural language processing. CNN and RNN based methods are commonly used to encode the words/phrases and sentences, either at a character level or a word level. In the baseline model, we use a unidirectional LSTM to encode it, and the hidden state \( h \) of the last time step is used as its final representation. For the encoding of the visual object \( o_i \), we also use the same \( v_i \) used in the task of generation.

The next step is to project features from different modalities into the common space. MLPs with normalization are commonly adopted to do this task. Then similarity or distance metrics can be computed in the common space. In this paper, we use the inner product as the similarity function. Following the paradigm in generation, margin ranking loss can also be used here to make pairs of \( r_i \) and \( o_i \) close, and negative pairs far away. Therefore for each pair of \( r_i \) and \( o_i \), two negative pairs of \( r_i \) and \( o_j \), as well as \( r_k \) and \( o_l \) are sampled together, to formulate a loss function of a dual triplet margin ranking (hinge) loss. Considering the fact that objects from different categories normally have larger variance than those from the same category, we dynamically assign different margins during training according to the sampled objects’ categories

\[
L_3(\theta_C) = -\sum_{i,j,k,l} [\lambda_1 \max(0, M_1 \mathbb{1}_{C(o_i)=C(o_j)} + M_2 \mathbb{1}_{C(o_i)\neq C(o_j)}) -d(r_i, o_j; \theta_C) + d(r_i, o_i; \theta_C) + \lambda_2 \max(0, M_1 \mathbb{1}_{C(r_i)=C(r_j)} + M_2 \mathbb{1}_{C(r_i)\neq C(r_j)}) -d(r_k, o_i; \theta_C) + d(r_i, o_i; \theta_C)]
\]

(12)

where \( \lambda_1 \) and \( \lambda_2 \) are the weights of the two losses. \( M_1 \) and \( M_2 \) are different margin values. \( C(o_i) \) and \( C(r_i) \) indicate the category of object \( o_i \) and \( r_i \) respectively.

Figure 4 illustrates the process of the common space embedding model. The object region of the red catcher and the expression “the red catcher” compose the positive pair of \( P(o^+, r^+) \). \( r^- \) and \( o^- \) are “the white batter” and the object region respectively.

C. Attribute-Guide Attention for Referring Expression

1) Attribute Learning: In [7], attributes are categorized into 7 types: category name, color, size, absolute location, relative location, relative object, and generic attribute. In this paper, the definition of attributes is partially overlapped with that in [7], we include category name, color, material, actions, etc., in our attribute set.

So how to obtain the corresponding attributes of each referred object and the whole attribute set? Based on the above design, they are already reflected in forms of human words in referring expressions. We use stanford NLP parser 3.5 to parse referring expressions in the training set into part-of-speech tags. After that, nouns, verbs, and adjectives are preserved. Words of different tenses (mainly active and passive voices) and pluralities are unified to make the attribute set more accurate and concise. We also use GloVe to compute cosine distance among words, then unify synonyms, e.g., “bike” and “bicycle” if their distance is less than a threshold.

Finally, we preserve the top \( m \) frequent attributes as our final attribute set. Besides, a mapping from words to attributes is also obtained, thus the corresponding attribute labels of each referred object is obtained.

Formally, the attribute set is denoted by \( A = [a_0, a_1, \ldots, a_m] \). For a referred object \( o_i \), its associated attribute labels
are a set of attributes \(a_i, a_j, \ldots, a_k\) of arbitrary number. To predict attributes for the referred object in the testing set, an attribute learning model needs to be trained. Therefore we directly formulate it as a multi-label multi-classification problem. To explore the most effective loss function for the problem, we experiment on two commonly used loss functions: binary cross-entropy loss and margin ranking loss. The function of binary cross-entropy loss to minimize is:

\[
\text{loss}(p, y) = \sum_{i} [y_i \log(p_i) + (1 - y_i) \log(1 - p_i)]
\]  

(13)

The function of margin ranking loss to minimize is:

\[
\text{loss}(p, y) = \sum_{i} \sum_{i \neq j} [\max(0, 1 - (p_{y_i} - p_{y_j}))]
\]  

(14)

where \(y_i \in \{0, 1\}\) denotes the existence of the ith attribute. \(p_i\) is the predicted probability. \(m\) is the number of attributes. Later in experimental part we will compare accuracy of the two losses. Here we use \(L_4(\theta_A)\) to denote loss \((p, y)\).

Different from [8] using attribute learning model as an offline tool to extract attributes, We here integrate it into the training of the generation and the comprehension modules in an end-to-end framework. The predicted attributes are embedded into the following modules and adopted as the guiding signal of attentions.

2) Attribute-Guided Attention Model: After the attribute learning model is trained, we can obtain a probability score list of attributes \(a_i\) for each object region, where \(a_i = \{a_{i1}, a_{i2}, \ldots, a_{im}\}\) and \(m\) is the size of the attribute set. each \(a_{ik} \in \{0, 1\}\) denotes the predicted probability of a particular attribute. There are two approaches to utilize the predicted attributes. The first approach is to directly use the probability list as a soft-coded list. In this approach, though extracted ground-truth attributes in the training expressions are available, we still use the predicted attributes. The second approach is to threshold the soft-coded list to obtain a hard-coded list. In this approach, we directly use the extracted ground-truth attributes in the training expressions. Therefore, attribute lists in training and testing are consistent in both approaches. We report results of both approaches in Table VII.

In our previous work [8], the attribute list \(a_i\) is directly used as an input feature to the generation and comprehension model, and the results demonstrate its effectiveness. In this paper, we try to exploit the potential of attributes into a deeper level. To be more specific, we use it as the guiding signal of attention on both visual objects and the referring expression.

Attention model has been successfully used in both natural language processing and computer vision. It is the mechanism to automatically learn which parts of the visual or the language representation should be more weighted. The guiding process of the attention model is various, e.g., language guided visual attention, vision guided language attention, co-attention and self-attention. In this paper, we propose the attribute-guided attention. The advantage of attribute-guided attention is that the attributes are directly reflected in both the visual object and the language description. So it is naturally the bridging part between two modalities. For instance, a girl in the image has the unique attributes of “hat” and “red shirt”. So if the visual parts of hat and shirt, as well as the word encodings of “hat” and “red shirt” can have more attention, it makes the speaker and the listener easier to understand each other.

In particular, we apply visual attention in both spatial-wise and channel-wise approaches. That corresponds with that particular attributes only appear in some locations and some channels of the feature map. For the spatial-wise part, we use the conv5-3 feature map \(V\) as the visual feature of the original image. \(V \in R^{H \times W \times C}\) is a tensor like spatial grids of channels, where \(H, W\) and \(C\) are height, width and channels respectively.

For the spatial-wise attention, with the soft attribute list \(a\), we compute its attention on each grid:

\[
S_a = \text{tanh}(W_a V + W_{a,a} a)
\]

\[
a^u = \text{softmax}(w^T S_a)
\]

\[
\bar{V} = \sum_{i=1}^{W \times H} a^u_i \bar{v}_i
\]  

(15)

where \(S_a\) and \(a^u\) are weights respectively. \(\bar{v}_i \in R^C\) are tensors of each grid, and \(\bar{V}\) is the weighted sum of \(\bar{v}_i\).

For the channel-wise attention, we use the same feature map. Given the soft attribute list \(a\), we compute its attention on each channel:

\[
P_a = \text{tanh}([W_p V + W_{a,p} a])
\]

\[
\beta^c = \text{softmax}(w_p^T P_a)
\]

\[
\bar{V} = \sum_{i=1}^{C} \beta_i^c \bar{v}_i
\]  

(16)
where $\tilde{v}_i \in \mathbb{R}^{W \times H}$ are tensors of each single-channel feature map, and $\bar{V}$ is the weighted sum of $\tilde{v}_i$.

Similarly, for the word attention part, a bidirectional LSTM is used as the backbone for the word level embedding. Additionally, the hidden states $H$ at each step is treated as the embedded representation of each word. $H \in \mathbb{R}^{2T \times d}$ where $T$ and $d$ are numbers of time steps and dimensions respectively. Given the soft attribute list $a$, we compute its attention on hidden states at all time steps:

$$Q_a = \tanh([W_h H \otimes W_a, a])$$
$$a^h = \text{softmax}(w_q^T Q_a)$$
$$H_a = \sum_{i=1}^{T} \gamma_i^h h_i$$

where $\otimes$ is the element-wise multiplication operator. $Q_a$ and $a^h$ are inner state and attention weights respectively. As the final representation of a referring expression, $H_a$ is the weighted sum of $H$. After that, $V_a$ and $H_a$ from two modalities are embedded with FC and normalization layers into the common space.

3) Joint Speaker-Listener Model With Attribute-Guided Attention: Inspired by [55], we integrate the learning of attributes, the generation module, and the comprehension module into a joint learning framework. Figure 5 illustrates our proposed framework. The visual attention on the conv5 feature is both aware on the generation and the comprehension process. Besides, the parameters of the attribute learning module receive the back propagating gradients from both streams of the speaker and listener. In conclusion, we believe that the attribute-guided attention model can be more effective in a joint learning process. The final goal is to minimize the following overall loss function:

$$\theta = \arg \min \beta_1 L_1(\theta_G) + \beta_2 L_2(\theta_G) + \beta_3 L_3(\theta_C) + \beta_4 L_4(\theta_A)$$

where $\beta_1, \beta_2, \beta_3$ and $\beta_4$ are weights of each part respectively.

IV. EXPERIMENTS

A. Datasets

We evaluate our results on the three datasets of RefCOCO, RefCOCO+, and RefCOCOg. Images of all datasets are collected from MS COCO images [14], but with different focuses.

RefCOCO [13] contains 142,209 referring expressions for 50,000 objects in 19,994 images from COCO [14]. The dataset is collected using an interactive interface called ReferitGame [7]. The average length of expressions is 3.61 words. Since people are much more frequent than other objects in the dataset, the test set is split into split A and split B, containing only persons and only other objects respectively.

RefCOCO+ [13] contains 141,564 referring expressions for 49,856 objects in 19,992 images from COCO. This dataset is also collected using ReferitGame, but annotators are forbidden to use explicit location words to describe the object. Therefore this dataset focuses more on the appearance-based description.
TABLE I

<table>
<thead>
<tr>
<th>RefCOCO</th>
<th>TestA</th>
<th>TestB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>baseline+M-M, Mao [5]</td>
<td>0.478*</td>
</tr>
<tr>
<td>2</td>
<td>baseline+M-M+visdif, Yu [13]</td>
<td>0.539*</td>
</tr>
<tr>
<td>3</td>
<td>baseline+visdif+tie [13]</td>
<td>0.510*</td>
</tr>
<tr>
<td>4</td>
<td>speaker+listener+M-M [55]</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>speaker+listener+reinforcer+M-M [55]</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>speaker+attr, Liu [8]</td>
<td>0.732</td>
</tr>
<tr>
<td>7</td>
<td>speaker+attr+visdif, Liu [8]</td>
<td>0.734</td>
</tr>
<tr>
<td>8</td>
<td>speaker+attr+attn</td>
<td>0.748</td>
</tr>
<tr>
<td>9</td>
<td>speaker+att+attr+visdif</td>
<td>0.754</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RefCOCO+</th>
<th>TestA</th>
<th>TestB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>baseline+M-M, Mao [5]</td>
<td>0.370</td>
</tr>
<tr>
<td>2</td>
<td>baseline+M-M+visdif, Yu [13]</td>
<td>0.386</td>
</tr>
<tr>
<td>3</td>
<td>baseline+visdif+tie [13]</td>
<td>0.409</td>
</tr>
<tr>
<td>4</td>
<td>speaker+listener+M-M [55]</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>speaker+listener+reinforcer+M-M [55]</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>speaker+attr, Liu [8]</td>
<td>0.574</td>
</tr>
<tr>
<td>7</td>
<td>speaker+attr+visdif, Liu [8]</td>
<td>0.575</td>
</tr>
<tr>
<td>8</td>
<td>speaker+attr+attn</td>
<td>0.612</td>
</tr>
<tr>
<td>9</td>
<td>speaker+att+attr+visdif</td>
<td>0.603</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RefCOCOg</th>
<th>TestA</th>
<th>TestB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>baseline+M-M, Mao [5]</td>
<td>0.428*</td>
</tr>
<tr>
<td>2</td>
<td>baseline+visdif+M-M, Yu [13]</td>
<td>0.430*</td>
</tr>
<tr>
<td>3</td>
<td>baseline+visdif+tie, Yu [13]</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>speaker+listener+M-M, Yu [55]</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>speaker+listener+reinforcer+M-M, Yu [55]</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>speaker+attr, Liu [8]</td>
<td>0.428</td>
</tr>
<tr>
<td>7</td>
<td>speaker+attr+visdif, Liu [8]</td>
<td>0.417</td>
</tr>
<tr>
<td>8</td>
<td>speaker+attr+attn</td>
<td>0.442</td>
</tr>
<tr>
<td>9</td>
<td>speaker+att+attr+visdif</td>
<td>0.430</td>
</tr>
</tbody>
</table>

The average length of expressions is 3.53 words. The split in RefCOCO+ follows the same rule used in RefCOCO.

RefCOCOg [5] contains 85,474 referring expressions for 54,822 objects in 26,711 images from COCO. Different from RefCOCO and RefCOCO+, this dataset is collected using a non-interactive setting and contains much longer expressions. The average length of expressions is 8.43 words. The split of this dataset is on a per-object basis, thus the same image could appear in both training and validation sets.

B. Parameter Setting and Optimization

We use the conv5-3 feature map after a $2 \times 2$ max-pooling layer of the VGG-19 model as the visual attention field. The feature map is $V \in R^{D \times c}$, where $D$ and $c$ is $7 \times 7$ and 512 respectively. The VGG-19 model is pre-trained on Imagenet of 1000 categories. The convolutional layers of VGG-19 are fixed during the training of our proposed model. For the semantic embedding of the expressions, the time length of LSTM is set to 10, and the encoding size of the hidden state is set to 512. Therefore the hidden states $H \in R^{T \times d}$ is of size 10 \times 512. Both the generation and comprehension modules share the same word embedding weight, and the embedding size is set to 512. For FC layers used in the common space embedding module, we find a single layer of size 512 after both visual and expression embedding performs better than multiple layers. Finally, the embedding size in the common space is set to 512.

In Eq. 18, the weight of each loss module is simply set to be equal, thus $\beta_1, \beta_2, \beta_3$ and $\beta_4$ are all set to 1. The margin of $M$ in Eq. 10 is set to 0. The margins of $M_1$ and $M_2$ in Eq. 12a are set to 0.1 and 0.2. The model is optimized using Adam [57] with an initial learning rate of 5 \times 10^{-4}, halved every 5,000 iterations, with a batch size of 16.

1) The Choice of $L_4$: We experiment the two losses: binary cross-entropy loss and margin ranking loss on the validation sets of three datasets, with number of attributes set to 100. The precision, recall and F1 score are shown in Table V. From the classification results we can see that binary cross-entropy loss is slightly better than margin ranking loss. Therefore, in the following experiments, we use binary cross-entropy loss for $L_4$. 

The average length of expressions is 3.53 words. The split in RefCOCO+ follows the same rule used in RefCOCO. 

TABLE II

<table>
<thead>
<tr>
<th>Human Evaluation Results on RefCOCO and RefCOCO+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blen1</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
</tbody>
</table>
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2) The Choice of Number of Attributes: We experiment different number of attributes to find the best size of the attribute set. Specifically, we test the size of 50, 100 and 200, measured by attribute classification accuracy, generation results and comprehension results on RefCOCO. The results are shown in Table VI. The results show that with the number of attributes increases, the classification accuracy decreases. But the generation and comprehension results are better of size 200 than 100 and 400. We believe that larger size of attributes can include more information, while too many attributes will largely decrease the classification accuracy, thus devastate the generation and comprehension performance. Therefore, in the following experiments, we choose to use the size of 200.

3) The Choice of Hard List and Soft List: We also test the usage on the hard list and soft list of attributes. For the hard list, we use the threshold value of 0.5 to decide the existence of the attribute. In Table, we show the comprehension and generation results on RefCOCO. The results show that the soft list is consistently better than the hard list. We believe that both accuracy and information are lose in the process of thresholding, thus devastate the generation and comprehension performance.

C. Results: Referring Expression Generation

We evaluate the referring expression generation results with two metrics. The first is the automatic evaluations commonly used in image caption. The second is human evaluation, which is more reliable regarding the objective of referring expressions.

1) Automatic Evaluation: Automatic evaluations of BLEU, ROUGE, METEOR, and CIDEr have already been commonly
TABLE III

COMPARISON WITH PREVIOUS METHODS ON REFERRING EXPRESSION COMPREHENSION WITH GROUND TRUTH OBJECT REGIONS

<table>
<thead>
<tr>
<th></th>
<th>RefCOCO</th>
<th>RefCOCO+</th>
<th>RefCOCOG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Val</td>
<td>Test A</td>
<td>Test B</td>
</tr>
<tr>
<td>1</td>
<td>baseline (no MHI), Mao [5]</td>
<td>-</td>
<td>63.15%</td>
</tr>
<tr>
<td>2</td>
<td>speaker, Mao [5]</td>
<td>-</td>
<td>71.72%</td>
</tr>
<tr>
<td>3</td>
<td>speaker+neg bag, Nagaraja [53]</td>
<td>-</td>
<td>75.6%</td>
</tr>
<tr>
<td>4</td>
<td>softmax, Luo [54]</td>
<td>-</td>
<td>74.0%</td>
</tr>
<tr>
<td>5</td>
<td>speaker+visdif, Yu [13]</td>
<td>77.48%</td>
<td>76.58%</td>
</tr>
<tr>
<td>6</td>
<td>listener+visdif, Yu [55]</td>
<td>79.56%</td>
<td>78.95%</td>
</tr>
<tr>
<td>7</td>
<td>speaker+listener+reinforcer, Yu [55]</td>
<td>78.36%</td>
<td>77.97%</td>
</tr>
<tr>
<td>8</td>
<td>speaker+listener+reinforcer, Yu [55]</td>
<td>80.36%</td>
<td>80.08%</td>
</tr>
<tr>
<td>10</td>
<td>MatNet, Yu [56]</td>
<td>80.94%</td>
<td>79.99%</td>
</tr>
<tr>
<td>11</td>
<td>listener+attr, Liu [8]</td>
<td>79.03%</td>
<td>79.20%</td>
</tr>
<tr>
<td>12</td>
<td>listener+attr+visdif, Liu [8]</td>
<td>80.35%</td>
<td>79.46%</td>
</tr>
<tr>
<td>13</td>
<td>listener+attr+attn</td>
<td>81.22%</td>
<td>80.67%</td>
</tr>
<tr>
<td>14</td>
<td>listener+attr+attn+visdif</td>
<td>80.63%</td>
<td>80.03%</td>
</tr>
</tbody>
</table>

TABLE IV

COMPARISON WITH PREVIOUS METHODS ON AUTOMA TIC REFERRING EXPRESSION COMPREHENSION

<table>
<thead>
<tr>
<th></th>
<th>RefCOCO(det)</th>
<th>RefCOCO+(det)</th>
<th>RefCOCOG(det)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Val</td>
<td>Test A</td>
<td>Test B</td>
</tr>
<tr>
<td>1</td>
<td>baseline (no MHI), Mao [5]</td>
<td>-</td>
<td>58.32%</td>
</tr>
<tr>
<td>2</td>
<td>speaker, Mao [5]</td>
<td>-</td>
<td>64.90%</td>
</tr>
<tr>
<td>3</td>
<td>speaker+neg bag, Nagaraja [53]</td>
<td>-</td>
<td>58.6%</td>
</tr>
<tr>
<td>4</td>
<td>speaker+visdif, Yu [13]</td>
<td>-</td>
<td>67.64%</td>
</tr>
<tr>
<td>5</td>
<td>listener+visdif, Yu [55]</td>
<td>-</td>
<td>71.63%</td>
</tr>
<tr>
<td>6</td>
<td>speaker+listener+reinforcer, Yu [55]</td>
<td>-</td>
<td>72.88%</td>
</tr>
<tr>
<td>7</td>
<td>speaker+listener+reinforcer, Yu [55]</td>
<td>-</td>
<td>72.94%</td>
</tr>
<tr>
<td>8</td>
<td>speaker+listener+reinforcer, Yu [55]</td>
<td>-</td>
<td>73.78%</td>
</tr>
<tr>
<td>9</td>
<td>listener+attr, Liu [8]</td>
<td>-</td>
<td>70.55%</td>
</tr>
<tr>
<td>10</td>
<td>listener+attr+visdif, Liu [8]</td>
<td>-</td>
<td>73.25%</td>
</tr>
<tr>
<td>11</td>
<td>listener+attr+attn</td>
<td>-</td>
<td>74.81%</td>
</tr>
<tr>
<td>12</td>
<td>listener+attr+attn+visdif</td>
<td>-</td>
<td>74.30%</td>
</tr>
</tbody>
</table>

TABLE V

CLASSIFICATION ACCURACY OF 200 ATTRIBUTES WITH BINARY CROSS-ENTROPY/MARGIN RANKING LOSS ON THE VALIDATION SETS OF THE THREE DATASETS

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>RefCOCO</td>
<td>52.47/52.05</td>
<td>25.19/24.87</td>
<td>33.53/33.19</td>
</tr>
<tr>
<td>RefCOCO+</td>
<td>50.22/50.03</td>
<td>15.40/15.17</td>
<td>27.18/26.97</td>
</tr>
<tr>
<td>RefCOCOG</td>
<td>53.93/53.76</td>
<td>25.01/24.83</td>
<td>33.33/33.10</td>
</tr>
</tbody>
</table>

TABLE VII

RESULTS COMPARISON OF HARD AND SOFT ATTRIBUTE LISTS ON THE VALIDATION SETS OF REFCOCO

<table>
<thead>
<tr>
<th></th>
<th>Bleu on generation</th>
<th>accuracy on comprehension</th>
</tr>
</thead>
<tbody>
<tr>
<td>hard list</td>
<td>0.618</td>
<td>78.20%</td>
</tr>
<tr>
<td>soft list</td>
<td>0.625</td>
<td>78.85%</td>
</tr>
</tbody>
</table>

TABLE VI

RESULTS COMPARISONS OF DIFFERENT ATTRIBUTE SIZE ON REFCOCO

<table>
<thead>
<tr>
<th>#attrs</th>
<th>F1 score</th>
<th>Bleu on gen acc on comp</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>33.73</td>
<td>0.629</td>
</tr>
<tr>
<td>200</td>
<td>33.53</td>
<td>0.732</td>
</tr>
<tr>
<td>400</td>
<td>32.41</td>
<td>0.625</td>
</tr>
</tbody>
</table>

used in image caption. Such evaluations basically compute the word matching score in a direct or a more complex approach. The score is determined by the generated expression with the best matching one in several ground truths. One limitation is that the generated expressions can be diverse, so none of the ground truths might be matched well even it is clear and accurate. One way to alleviate this problem is to expand the ground truth set, hoping to have a broader coverage in the expression space. Such supplementary approach has been applied in [55], wherein more expressions are collected for referred objects in the test sets of RefCOCO and RefCOCO+. In this paper, we also use the expanded test sets in RefCOCO and RefCOCO+, and here we report the updated results of speaker+attr and speaker+attr+visdif in Lines 6-7 of Table I. Line 8 shows the result of speaker+attr+visdif, which adds the attribute-guided attention module. The results show that the attention module is more effective in TestA of RefCOCO and RefCOCO+, which means the attribute-guided attention are more accurately paid to human beings. We believe this is mainly due to two reasons: First, people in everyday life always bear more visual attributes, like clothes, hairstyles, etc. Second, training samples of humans are plentiful, while non-human samples are much less per category. Visdif [13] is especially useful in modeling the order information of a referred object, e.g. “the second zebra from left”. In RefCOCOG, speaker+attr+attn works best in all settings, which is due to the reason that no location information is used in this dataset, thus visdif may deteriorate the performance.
Fig. 7. Some results of automatic referring expression comprehension based on listener+attn+attn using SSD as the detector. The top three rows and the bottom two rows are successful and failure examples respectively. The green, blue and red bounding boxes are ground truths, correct hits, and wrong hits respectively.

Figure 6 shows some qualitative results in RefCOCO, RefCOCO+ and RefCOCOg. The green boxes denote the referred objects and expressions generated from 1 speaker+attr, 2 speaker+attr+visdif and 3 speaker+attr+visdif+attn are displayed. Some generated expressions like “blue and white striped shirt” (row 2, column 1), “the clock with a lot of a circle” (row 5, column 4) demonstrate that the proposed attribute-guided attention model can generate expressions with more details.

2) Human Evaluation: One question remains open is that whether the automatic evaluation score can truly reflect the unambiguity of an expression. For instance, the expression “The man without glasses” has a high automatic evaluation score for a man with glasses, but would surely give the wrong information to the listener. Currently, the most reliable way to meet the core requirement of referring expression is to let the human do the evaluation job. In this paper, we randomly select 100 generated expressions in each split of all datasets. Next, we ask two users to select the region box of the object, if both users click on the ground truth box then we determine the expression as correct or without ambiguity. Table II shows the accuracy by human evaluation. The results demonstrate the general tendency of the added modules, which are effective in reducing the ambiguity.

D. Results: Referring Expression Comprehension

As above mentioned, referring expression comprehension can be accomplished by either the speaker based approach or the listener (common space embedding) module. The previous approach of [55] ensemble outputs of the two modules in the testing stage, obtaining the state-of-the-art result. In this paper, the roles of speaker and listener are not our primary concern, so we test the comprehension performance based only on the listener module. We do not use the speaker module since it is empirically a little worse than the listener module and slower in practice.
1) Comprehension Results on the Ground Truth Boxes: To exclude the influence of the object detectors in the first place of the comprehension system, we first test performance directly on the ground truth boxes. This would indicate the upper limit of the comprehension module. In Table III we show the ablated combinations of attributes, visual difference, and attribute-guided attention. Results in Lines 10-14 show the contribution of each additional module or feature. Models added with attributes and the guide attention perform generally better. Compared with Line 9 of the ensemble model of speaker and listener, our approach based solely on listener are favorably competitive to the state-of-the-art results in most cases. Another interesting observation is still the difference between human and non-human which has been found in generation. Attributes and the guide attention generally contribute more when associated with referred objects of people. The most evident result is in Line 12 of TestA in RefCOCO+, with a 4 point improvement compared with those in Lines 10-11. Figure 8 shows some attribute-guided attention learned on the referred objects and the words in expressions. We highlight the visual attention in the region box of the referred object. For the word attention, we also use different colors to roughly visualize the attention weights.

2) Automatic Comprehension Results on Detected Boxes: To make the comprehension process fully automatic, we need to replace the ground truth boxes with the detected objects. Here we follow the principles applied in [55], wherein SSD [51] is trained from MSCOCO images that do not exist in RefCOCO, RefCOCO+ and RefCOCog. The metric is borrowed from the one commonly used in object localization, wherein the localized region should have at least 0.5 IOU with the ground truth box. Table IV shows the same configurations used in Table III. The general trend maintains the same with that using ground truth boxes. The result also proves that our proposed model is more robust than previous methods towards the detected bounding boxes, as our models perform better than they are in the setting of ground truth object regions, and achieve the state-of-the-art results.

Figure 7 shows some qualitative automatic comprehension results from three datasets. The top three rows are correct comprehended results and the bottom two rows are wrongly comprehended ones. The green, blue and red bounding boxes stand for ground truth, correct comprehensions, and incorrect ones respectively. The reason for failure examples can be split into two types: The first type is due to the failure of the common space semantic embedding. The two failure examples from TestA of RefCOCO fall into this type. The second type is due to the failure of the detector, which cannot detect or accurately detect the target object. The last example from TestB of RefCOCO+ and the fourth example from RefCOCOg fall into this type.

E. Analysis on Attributes

Figure 9 shows the frequency of top 50 attributes collected from the datasets of RefCOCO and RefCOCO+. The attribute learning model is trained on the training sets, and we evaluate its attribute classification accuracy on the validation sets. To simplify the evaluation, we use 0.5 as the threshold value for the correct classification. Table VIII shows the precision,
recall and F1 measure on the three datasets. The major difficulty that decreases the accuracy of the attribute learning model is the quality of the labels. Since human expressions are subjective and various, thus the collected attribute words are inconsistent as labels.

V. DISCUSSION AND FUTURE WORK

Attributes play a key role in describing a unique object. In [7], the authors conclude with 7 major kinds of attributes: category name, color, size, absolute location, relative location, relative object, and generic attribute. For attributes of location, they are not collected in our attribute learning model since they have been already encoded as a part of visual feature. A further step can consider including location attributes in the attribute learning model as well. We believe this would predict locations more accurately especially for some expressions like “apple at 4 o’clock”. Another attributes that are not considered in this paper are the ones from relative objects. It is not uncommon in both everyday life and the datasets to use relative objects to describe the target object. Moreover, the attention module can also be used to learn the attention weights to select the relative objects. An alternative approach can be found in [53]. In early works of referring expression generation, rule-based models are adopted to select the off-line ground truth attributes to build the expression. We believe it is worth retrospecting the traditional ways by combining modern deep learning methods. For referring expression comprehension, common space embedding approaches prove to be successful. But expressions with more complex logic like “man without glasses” would be very difficult to overcome with embedding models, since such expressions are very likely to have similar embeddings even with opposite meanings. There are papers [58] using deep module networks to model the structure of the expressions, while the more complex logic in sentence still needs to be more explicitly modeled. We believe traditional natural language parsing methods are also good tools to use here.

VI. CONCLUSION

In this paper we present an attribute-guided attention model addressing the two tasks of referring expression generation and comprehension. The attribute-guided attention model is motivated by the key role of attributes in referring expression. Attributes are corresponded to both the visual and textual space of the referred object. An attribute-guided attention module is learned to attend to corresponding visual parts of the object and embedded words in expressions. Experimental results on three standard datasets of RefCOCO, RefCOCO+, and RefCOCOg demonstrate the effectiveness of the proposed model. The proposed model has a significant improvement on baseline methods and is favorably competitive to the state-of-the-art approach. Ablation study and analysis clearly show the contribution and shortcomings of each part, providing useful inspirations to researchers within this field.
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