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Abstract

Learning temporally consistent foreground opacity from videos, i.e., video matting, has drawn great attention due to the blossoming of video conferencing. Previous approaches are built on top of image matting models, which fail in maintaining the temporal coherence when being adapted to videos. They either utilize the optical flow to smooth frame-wise prediction, where the performance is dependent on the selected optical flow model; or naively combine feature maps from multiple frames, which does not model well the correspondence of pixels in adjacent frames. In this paper, we propose to enhance the temporal coherence by Consistency-Regularized Graph Neural Networks (CRGNN) with the aid of a synthesized video matting dataset. CRGNN utilizes Graph Neural Networks (GNN) to relate adjacent frames such that pixels or regions that are incorrectly predicted in one frame can be corrected by leveraging information from its neighboring frames. To generalize our model from synthesized videos to real-world videos, we propose a consistency regularization technique to enforce the consistency on the alpha and foreground when blending them with different backgrounds. To evaluate the efficacy of CRGNN, we further collect a real-world dataset with annotated alpha mattes. Compared with state-of-the-art methods that require hand-crafted trimaps or backgrounds for modeling training, CRGNN generates favorably results with the help of unlabeled real training dataset. The source code and datasets are available at https://github.com/TiantianWang/VideoMatting-CRGNN.git.

1. Introduction

Video matting aims to estimate the foreground opacity (alpha matte) of each video frame. It has drawn much attention recently due to the blossoming of video conferencing. Typically, the predicted alpha matte can be utilized to create new composites for video editing. Unlike the binary segmentation task, matting produces soft masks that better represent object boundaries or transparent material. Simply segmenting the foreground regions does not synthesize realistic image or video composition results due to the neglect of the transition zone. To obtain accurate video matting, we need to guarantee that: (i) alpha mattes extracted on individual frames should accurately represent the object to be extracted, i.e., the spatial accuracy, and (ii) extracted mattes should not result in noticeable temporal jitter, i.e., the temporal coherence. Compared to spatial accuracy, temporal coherence is often more important in video matting as the human visualization system is more sensitive to temporal inconsistency when watching a video [42].

However, due to the lack of a large-scale video matting dataset, previous methods usually build video matting systems on top of image matting models. For instance, one naive way is to directly apply an image matting approach frame by frame. However, this will cause inconsistent alpha prediction across frames. To improve the temporal coherence of alpha mattes, the previous methods usually utilize

Figure 1: Matting results of different models. The first row shows the image and ground truth. The second row represents the predictions of a video matting method [34] (Left) and our method (Right). The third row shows the blended image generated by the foreground and predicted alpha. Clearly, our method can predict more subtle details on the hairs.
the optical flow [25, 39, 27, 35] to smooth frame-wise prediction, or leverage a stack of nearby video frames to exploit motion cues [34]. These methods still lead to several issues. First, warping information from the reference frame to the query frame relies on the quality of optical flow being used. Normally, a faster solution of optical flow produces inaccurate propagation, while a more accurate one is usually time-consuming. Furthermore, merely combining multiple frames in the feature level ignores the interactions between frames, and does not model the motion flow of pixels in time.

In this paper, we focus on the two challenges for video matting. First, how to produce temporally coherent alpha predictions with the existing image matting dataset [48]? Second, how to mitigate the domain gap when transferring the model trained on the composited dataset to the real videos? We propose the Consistency-Regularized Graph Neural Networks (CRGNN) to address these two challenges. We first design a graph neural network, in space and time, with the aid of a composited video matting dataset to enhance the temporal coherence. Second, a consistency regularization technique is proposed to generalize our model pretrained on the composited dataset to the real one.

In particular, we construct a fully-connected graph neural network to enhance temporal coherence by exploiting the interactive relation between different frames. In this graph, the nodes denote video frames and edges link a pair of neighboring frames which are represented by the pairwise relation. With the graph structure, we encourage information to be propagated across frames, in order to complement the information for the missing pixels in the current frame and smooth the predictions over time. As shown in Figure 1, the proposed method can generate more detailed structures compared to the video-based method [34] that does not exploit the interaction between frames, which demonstrates the advantages of the graph neural network for recovering missing pixels assisted by neighboring frames. As another important contribution to assist the above training process, we also propose a new composited video matting dataset in which alphas are manually annotated against the green screen videos.

To address the second challenge, we need to adapt our model – supervised trained on the composited dataset, to real videos. As such, we introduce a consistency-regularized adversarial learning scheme. On the one hand, we enforce a consistency loss: we blend the prediction of the alpha and the foreground with a random new background, forwarding this new image to have a new version of alpha/foreground pairs, and encouraging them to be consistent. On the other hand, we introduce a discriminator to better differentiate the composited frames and real ones in an adversarial manner. To verify the efficacy of the proposed method, we evaluate our method on a new real-world dataset in which the alpha mattes are carefully extracted from the background.

Compared to the existing methods which either utilize trimaps or backgrounds as the input for modeling training, our background-free method achieves better performance against the state-of-the-arts on the composited and real datasets with the help of unlabeled real training dataset.

Our contributions can be summarized in three aspects:

- We propose a graph neural network to fully exploit the interactive relationship between multiple video frames to enhance the temporal coherence with the assist of a composited video matting dataset.
- We present a consistency regularization technique to adapt the model trained on the composited video frames to the real ones, which can enhance the consistency on the alpha and foreground.
- We propose two large-scale composited datasets and one manually annotated real dataset for the future development of this area. Extensive experiments are conducted on the proposed datasets, showing that the proposed method performs favorably against the state-of-the-arts.

2. Related Work

In this section, we review methods closely related to this work including image matting, video matting, and graph neural networks.

**Image matting.** Early image matting methods can be roughly categorized into color sampling-based techniques [12, 18, 19, 21, 4, 36] and alpha propagation-based approaches [1, 10, 20, 26, 37]. Recently, methods based on the convolutional neural networks have achieved state-of-the-art results in the image matting task [14, 11, 11, 48, 16, 46, 15, 8, 38, 49, 7, 28, 22]. For example, Xu et al. [48] propose to learn the alpha matte from the input image and trimap based on the alpha and composited image losses. Indexed pooling and upsampling operation are introduced by Lu et al. [28] to recover boundary details.

**Video matting.** Different from image matting, video matting [2, 6, 39, 27, 25, 30, 34] aims to estimate temporally-coherent alpha mattes. Existing methods usually utilize propagation modules to maintain the coherence among different frames. For instance, Lee et al. [2] first generate trimaps on some key frames in an interactive manner, and then propagate the trimaps to all other frames. Schahrian et al. [35] take each video frame and trimap as the input, and use the matting Laplacian to refine the sampled background and foreground regions. Soumyadip et. al. [34] propose a trimap-free method that utilizes an additional background image and segmentation map as the input and utilizes the image matting dataset for network pretraining.

**Graph neural networks.** Graph Neural Networks (GNN) are proposed to handle graph-structured data with deep
3. Proposed Algorithm

Video matting is the task that given a video \( V = \{I_i\}_{i=1}^V \) of \( V \) frames, the goal is to decompose each frame \( I_i \in V \) as:

\[
I_i = A_i * F_i + (1 - A_i) * B_i,
\]

where \( A_i, F_i \) and \( B_i \) are the alpha matte, foreground color and background color, respectively. The symbol \(*\) means the Hadamard product. Video matting is a challenging task because it entails obtaining high-quality details of each individual frame while maintaining favorable temporal consistency across frames.

We tackle this task by collecting a large-scale composited dataset (introduced in the next section) and proposing a novel model which utilizes graph neural networks to associate pixels in space and time. As a result, the learned model is supposed to produce video matting results with temporal coherence enhanced. To generalize our GNN based model from composited videos to real videos where the backgrounds are arbitrary and no real ground truths are available for model training, we propose a novel consistency regularization approach which enforces the consistency of the extracted foregrounds and alpha mattes under different backgrounds. The learned model is thus capable of addressing the variety and complexity of backgrounds in real videos. Moreover, we adopt adversarial training to further mitigate the domain gap between composited and real videos. The framework can be found in Figure 2.

3.1. Composited Video Matting

Given a video \( V = \{I_i\}_{i=1}^V \) with ground truth labels \( Y_i = (A_i, F_i, B_i) \) for each frame \( I_i \), we generate a trimap \( T_i \) from \( A_i \) which provides coarse information of the foreground, background and unknown regions, following existing image matting methods [48, 28]. An encoder network \( E \) takes as input \( I_i \) and \( T_i \), producing a latent representation \( x_i = x_{i,1} x_{i,2} x_{i,3} \) for each frame as:

\[
x_i = E([I_i \oplus T_i]),
\]

where \( \oplus \) denotes the concatenation operator. \( H, W \) and \( C \) represent the height, width and channel of the feature map, respectively. We propose to use the GNN to model the temporal consistency among frames. The core idea is to exploit the inter-frame relationship by performing feature aggregations so that vertex features can be updated by aggregating features of the associated nodes weighted by the connectivity (edge).

We define a graph with \( K \) vertices at the \( t\)-step, \( G_t = (\mathcal{V}_t, \mathcal{E}_t) \), where the vertices \( \mathcal{V}_t = \{x_{i,j}^t\}_{j=1}^K \) represent the latent feature for the \( i\)-th frame in the graph and the edges \( \mathcal{E}_t = \{e_{i,j}^t\}_{i=1}^K \) denote the relationship between two vertices,

\[
e_{i,j}^t = f_e(x_{i,j}^t, x_{i,j}^t),
\]

where \( f_e(\cdot) \) denotes the aggregation function at the \( t\)-th step. **Feature aggregation.** Here we adopt the deformable alignment [40, 44], which utilizes the deformable convolution

![Figure 2: Overview of the proposed method. Given video frames and (pseudo) trimaps, the proposed model first predicts the foreground color and alpha mattes via the GNN by leveraging the frame-wise interaction. Then the predicted foregrounds and alphas are blended with new backgrounds to generate new images, which are forwarded into the same GNN to generate new foregrounds and alphas. The consistency regularization and discriminator are proposed to generalize the model trained on the labeled composited videos to the unlabeled real videos.](image-url)
Figure 3: Deformable alignment-based feature aggregation.

to implement the feature aggregation. Different from the standard 2D offsets to the regular grid sampling locations, deformable convolution enables fine form deformation of the sampling grid, which is implemented on an irregular grid augmented with data-conditioned offsets. Given two feature embeddings \(x_i\) and \(x_j\), the offsets on the regular convolution kernels (such as \(3 \times 3\)) are calculated by

\[
\Theta^t = f_o(x^t_i, x^t_j),
\]

where \(\Theta^t = \{\Delta p_n \mid n = 1, \ldots, |\mathcal{R}|\}\) represents the offsets of the convolution kernels. \(\mathcal{R} = \{(-1, -1), (-1, 0), \ldots, (0, 1), (1, 1)\}\) denotes the regular grid of a convolutional kernel.

With the predicted \(\Theta^t\) and the feature embedding \(x^t_j\), the aligned feature map \(m^t_j\) for each position \(p_0\) can be formulated by the following operation:

\[
m^t_j(p_0) = \sum_{p_n \in \mathcal{R}} w(p_n) x^t_j(p_0 + p_n + \Delta p_n). \tag{5}
\]

Since the offset \(\Delta p_n\) is typically fractional, the operation above is implemented using bilinear interpolation, similar to [13]. This yields an offset map that has the same spatial resolution as the input feature map. The learned offset can capture motion cues and also explore neighboring features to maintain the temporal coherence among the whole video.

Then the aggregated feature for the \(i\)-th frame is calculated by:

\[
g^t_i = f_a(m^t_i \oplus x^t_i), \tag{6}
\]

where \(\oplus\) denotes the concatenation operation and \(f_a\) means the convolutional operation. Figure 3 illustrates the feature aggregation process.

**Node-state updating.** Each vertex aggregates information from its neighboring vertices to update its original representation. In the \(t\)-th passing step, we model the node-state updating process using the ConvGRU [3, 43] as

\[
g^t_i = f_g(f_c(g^t_0 \oplus \cdots g^t_{i-1} \oplus g^t_{i+1} \cdots \oplus g^t_K), x^t_i), \tag{7}
\]

where \(f_c\) is a convolution operator for dimensional reduction. \(f_g(\cdot, \cdot)\) stands for the Gated Recurrent Unit (GRU).

The feature aggregation and node-state updating procedures will be executed alternatively up to \(T\) times. Other models such as ConvLSTM can also be used for the node-state updating. Here we use ConvGRU because its has fewer parameters and can be trained more efficiently.

**Network prediction.** After \(T\) message passing iterations, all \(K\) node representations are updated. Then the updated representations are used to predict the alpha matte and foreground using the decoders \(D_a\) and \(D_f\) as

\[
\hat{A}_i = D_a(g^T_i), \quad \hat{F}_i = D_f(g^T_i). \tag{8}
\]

The input frame is reconstructed by

\[
\hat{I}_i = \hat{A}_i * F_i + (1 - \hat{A}_i) * B_i. \tag{9}
\]

We train our model by minimizing the sum of the prediction errors of the alpha matte, foreground and input frame as

\[
L_{gt} = L_{a} + L_{FG} + L_{Frm}, \tag{10}
\]

where \(L_{a} = \frac{1}{K} \sum_{i=1}^{K} \|A_i - \hat{A}_i\|_F^2\), \(L_{FG} = \frac{1}{K} \sum_{i=1}^{K} \|\hat{F}_i - F_i\|_F^2\), and \(L_{Frm} = \frac{1}{K} \sum_{i=1}^{K} \|\hat{I}_i - I_i\|_F^2\).

### 3.2. Real Video Matting

The proposed GNN based model trained on the composited video dataset can help improve the temporal coherence compared to the model pretrained on the image matting dataset [48]. However, it may still fail when applied to real videos due to the domain gap. To avoid this, we propose a novel regularization approach that enforces consistency on the alpha and foreground, when blending them with different backgrounds. Besides, we adopt an adversarial training scheme to further mitigate the domain gap between composited videos and real ones.

Specifically, let \(\mathcal{V} = \{I_i\}_{i=1}^{|\mathcal{V}|}\) be a video drawn from the composited set and \(\mathcal{R} = \{U_i\}_{i=1}^{|\mathcal{R}|}\) be a video drawn from the real set. \(\mathcal{V}\) is labeled but \(\mathcal{R}\) is not.

**Consistency regularization.** The proposed consistency regularization does not require labels so that it can be identically applied on our model when utilizing both \(\mathcal{V}\) and \(\mathcal{R}\) as the input except the way of producing the trimap, which is another input for our GNN based model. For each frame \(I_i \in \mathcal{V}\), we directly generate the trimap \(T_i\) using the ground truth alpha matte, following the previous image matting methods [48, 28]. For \(\mathcal{R}\), since the ground truth alpha mattes are not available for training, the pseudo trimap is generated by the segmentation map based on the DeepLabv3 [9].

Taking \(\mathcal{V}\) as an example, our GNN model utilizes \(I_i\) and \(T_i\) as the input and generates the alpha matte \(\hat{A}_i\) and foreground \(\hat{F}_i\). Then, \(\hat{F}_i\) is composited with a random new background \(B\) by the alpha \(\hat{A}_i\) to generate a new frame, \(\hat{I}_i = \hat{A}_i \ast \hat{F}_i + (1 - \hat{A}_i) \ast B\). The composited frame \(\hat{I}_i\) is fed into the GNN model again and generates a new alpha
Examples from the real dataset

Figure 4: Video matting dataset. (a) The first two rows show the composited video frames with the same foreground objects. The foregrounds are first generated from the videos with simple background and then composited with two different backgrounds. (b) The first row shows the original real video frames and the second row indicates the objects are blended with a new background using the annotated foreground and alpha. The third row in (a) and (b) represents the annotated alpha.

matte $\bar{A}_i$ and foreground prediction $\bar{F}_i$. $\bar{F}_i$ and $\bar{F}_i$ should be consistent with each other, as they represent the same object against different backgrounds. The same goes for $\hat{A}_i$ and $\hat{A}_i$. Besides, a new frame can be composited by $\hat{I}_i = \hat{A}_i \times \bar{F}_i + (1 - \hat{A}_i) \times B$, and $\hat{I}_i$ should also be consistent with $\bar{I}_i$. Thus, we define the consistency regularizer as

$$L_{con}^c = L_{con-\alpha} + L_{con-FG} + L_{con-Frm},$$

(11)

where $L_{con-\alpha} = \frac{1}{K} \sum_{i=1}^{K} \| \hat{A}_i - \bar{A}_i \|^2_F$, $L_{con-FG} = \frac{1}{K} \sum_{i=1}^{K} \| \hat{F}_i - \bar{F}_i \|^2_F$, and $L_{con-Frm} = \frac{1}{K} \sum_{i=1}^{K} \| \hat{I}_i - \bar{I}_i \|^2_F$. Similarly, we can get the consistency regularizer $L_{con}^r$ when the network utilizes the real frame as the input.

With the consistency regularization losses $L_{con}^c$ and $L_{con}^r$, we can reach our learning objective as

$$L_{adapt} = L_{con}^c + L_{con}^r + L_{gt} + L_{gt}',$$

(12)

where $L_{gt}$ is calculated by Eq. (10) using $(\hat{A}_i, \bar{F}_i)$ and the ground truth label $(A_i, F_i)$. $L_{gt}'$ is calculated by Eq. (10) as well, but using $(\hat{A}_i, \bar{F}_i)$ and $(A_i, F_i)$.

Adversarial learning. Adversarial learning has been widely used for addressing the domain adaptation problem. Here, we introduce adversarial learning to further mitigate the domain gap. Motivated by [5], we augment the data by translating the foreground objects with an arbitrary small shift $\delta \sim \mu([-\sigma, \sigma] \times [-\sigma, \sigma])$, where the $\sigma$ defines the range of the local shift. We can synthesize a composited image as

$$\hat{U}_i = \hat{A}_i^u[p + \delta] \times \bar{F}_i^u[p + \delta] + (1 - \hat{A}_i^u[p + \delta]) \times B.$$

(13)

where $\hat{A}_i^u$ and $\bar{F}_i^u$ are predicted from real frame $U_i$, $\hat{A}_i^u[p]$ indexes the image pixel at the specified localization and $p$ indicates the coordinates. By compositing the alpha and foreground predictions of real frames with random backgrounds, we can obtain composited images that are hard for a discriminator to distinguish whether it is real or composited. This in return enhances domain alignment results. We optimize the adversarial loss $L_{adv}$ by

$$\min_{\theta_D} \max_{\theta_D} \mathbb{E}_{\hat{U}_i \sim \mathcal{P}_R, B \sim \mathcal{P}_B} \left[ D(\hat{U}_i) \right]^2 + \mathbb{E}_{U' \sim \mathcal{P}_R} \left[ (D(U') - 1) \right]^2,$$

(14)

where $\mathcal{P}_R$ and $\mathcal{P}_B$ are the distributions of real frames and background images, respectively. $U'$ represents a random frame sampled from the real videos. $D$ is the discriminator and $\theta_D$ represents the parameters of $D$.

Though [34] also utilizes a discriminator, the proposed method differs from that for the input. [34] uses the original frame while the proposed method randomly samples one frame from any real video as the real input. The diverse inputs can help the discriminator better differentiate between the composited and real frames.

4. Datasets

As far as we know, there is only one labeled dataset for video matting [33]. It contains 3 training videos and 10 test videos, which is not enough for training a deep learning model and is hard for researchers to evaluate on it because of the inaccessibility to the ground truths. Sengupta et al. [34] capture a human video matting dataset with only the videos provided but no annotations. Because of the shortage of annotation, they propose to utilize the model pretrained on the image-matting dataset [48] to predict the pseudo-label for training a video matting model. However, this will generate temporal jitters and cannot maintain temporal coherence. Labeled data is becoming a bottleneck for the development of this topic.

In this paper, we propose two synthesized datasets to alleviate this problem. Furthermore, to evaluate the generalization of the proposed method trained on the labeled composited dataset to the real dataset, we also provide a real-world dataset. These datasets contain high-resolution (HD)
We use the data augmentation scheme to increase the diversity of the input data. First, we randomly crop the image and trimap pairs centered on pixels in the unknown regions with varied resolutions (e.g., $480 \times 480$, $640 \times 640$, $960 \times 960$) and resize them to $480 \times 480$ due to the memory constraint. We also utilize random rotation, scaling, shearing as well as the vertical and horizontal flipping for the affine transformation. Our model is first pretrained on the image matting dataset [48] and then finetuned using the labeled composited data and unlabeled real data. For the image matting dataset, we use the random affine transformation to generate a short video clip with 3 frames to imitate the motion flow of the objects. Because it is hard to generate the pseudo trimap with the category like transparency, we only utilize the proposed graph neural network on the auxiliary category dataset and adopt the full model on the human matting dataset for training and inference. In the test stage, the trimaps for all datasets are generated from the ground-truth alpha mattes by thresholding and the unknown region is dilated with the kernel size 25. 

We adopt the similar encoder and decoder structures introduced in [28]. We remove the last two pooling layers so the output size of the encoder is $1/8$ of the input image. The decoder $D_a$ and $D_f$ for predicting the alpha and foreground have same structures except for the prediction layer. The output channels for the prediction layer to predict the alpha and foreground are set to 1 and 3. For the discriminator, we adopt the structure proposed in PatchGAN [24]. All the weights in objective $L_{adv}$ and $L_{adg}$ used to balance different losses are set to 1. The number of vertices $K$ and the number of iteration step $T$ are set to 3. The running speed is about 1 fps on one single Nvidia 2080 Ti GPU.

### 5.1. Comparative Results

**Evaluation metrics.** To show the effectiveness of the proposed method, we evaluate the results on five popular metrics, including the SAD, MSE, Gradient [33], Connectivity [33] and temporal coherence (MESSDdt) [17]. These metrics can be used to evaluate the accuracy of the alpha matte for every single frame and the temporal coherence within a video. The first four metrics are widely used for image-level matting evaluation. However, long-range videos own more features compared to the image. One key feature is the temporal coherence which means the objects move among different frames should be consistent for better human perceptibility.

**Results on the composited dataset.** We first evaluate the proposed algorithm and state-of-the-art methods on the proposed dataset.
posed composited human matting dataset and auxiliary category dataset. We include the existing image based matting methods [48, 49, 28, 23] and video based method [34]. It can be observed from Table 1a and Table 2 that the proposed method achieves better performance compared to all other methods evaluated on all five metrics. Compared to the image-based methods, the performance gain is derived from the utilization of the CRGNN, which leverages multi-frame

Figure 5: Visual comparison on the composited dataset.

Figure 6: Visual comparison on the real dataset.
information among the whole video and help recover the missing predictions by the feature aggregation. Compared to the video-based method BM [34], the proposed method achieves better performance because the CRGNN assisted by the deformable feature aggregation can fully mine the interactions between frames.

**Results on the real dataset.** To further verify the efficacy of the proposed method, we evaluate the results on the proposed real-world dataset. The quantitative results are shown in Table 1b. We see that our CRGNN performs best among all methods, which demonstrates the efficacy of our core idea of formulating the video matting as the combination of GNN and consistency regularization technique.

**Qualitative results.** Figure 5 and 6 show the visual results on the composited and real video datasets. From these results, we can clearly see that the proposed method predicts more subtle details of the frames, such as the grass in the second column of Figure 5 and suppresses the background better as shown in the second column of Figure 6. These further substantiate the superiority of the proposed method for the video matting task.

<table>
<thead>
<tr>
<th>Variants</th>
<th>MSE</th>
<th>SAD</th>
<th>Gradient</th>
<th>Connectivity</th>
<th>MESSDdt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>10.21</td>
<td>90.23</td>
<td>130.7</td>
<td>67.23</td>
<td>15.31</td>
</tr>
<tr>
<td>+GNN</td>
<td>9.480</td>
<td>78.38</td>
<td>123.2</td>
<td>62.81</td>
<td>13.45</td>
</tr>
<tr>
<td>+Consistency</td>
<td>9.260</td>
<td>73.21</td>
<td>115.4</td>
<td>60.75</td>
<td>13.06</td>
</tr>
<tr>
<td>+Discriminator</td>
<td>9.223</td>
<td>73.49</td>
<td>112.1</td>
<td>58.49</td>
<td>12.23</td>
</tr>
</tbody>
</table>

Table 3: Ablation study on the variants of the proposed network. ‘Baseline’ means the image-level model without using the GNN. ‘+’ means the progressive connection of different modules.

5.2. Ablation Study

We perform an ablation study to investigate the effect of each essential component of the proposed method.

**Effectiveness of the proposed graph neural network.** To analyze the contribution of our CRGNN, we introduce a baseline model by removing the inter-frame relationship, that is, the image-level baseline using the encoder-decoder structure similar to [28]. Each video frame is forwarded into our baseline model frame by frame. As shown in the second row of Table 3, GNN indeed brings significant performance improvements compared to the image-level model in the first row, which benefits from the introduction of multiple frames in enhancing the temporal coherence.

**Effectiveness of the consistency regularization strategy.** To investigate the effectiveness of the consistency scheme, we provide the results with and without prediction consistency in Table 3. Compared to the results without utilizing the alpha, foreground and frame consistency (the second row), utilizing the prediction consistency can generate better result, (e.g. MSE: 9.260 v.s. 9.480). The performance gain is derived from the better feature representation enhanced by the consistency regularization.

**Comparison of different number of nodes.** We report the performance using the different number of nodes during the test stage. As shown in Table 3, increasing the number of nodes generates comparable results.

**Comparison with the non-local structure.** The non-local structure [45] has been widely used for feature aggregation on various tasks, such as video object segmentation [31] and object detection [47]. Features are aggregated by enumerating all possible positions in the embedding space. As shown in Table 3, the proposed method can generate better results comparing to utilize the non-local structure for aggregation.

6. Conclusion

In this paper, we focus on enhancing the temporal coherence for matting in videos. Different from the previous methods built on the image matting models, we propose to maintain the temporal consistency by fully exploiting the inter-frame relationship among the whole video. We use a graph neural network to relate adjacent frames with the aid of annotated synthesized video matting datasets. To generalize the proposed model from synthesized videos to real-world videos, we propose a regularization scheme to enforce the consistency on the alpha, foreground and predicted frames. In addition, we annotate a real-world dataset with alpha mattes to evaluate the efficacy of the proposed method. Extensive experiments on the synthesized and real datasets show the proposed CRGNN model performs favorably against the state-of-the-art methods.
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