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ABSTRACT

A comparative study of three snow models with different complexities was carried out to assess how a
physically detailed snow model can improve snow modeling within general circulation models. The three models
were (a) the U.S. Army Cold Regions Research and Engineering Laboratory Model (SNTHERM), which uses
the mixture theory to simulate multiphase water and energy transfer processes in snow layers; (b) a simplified
three-layer model, Snow–Atmosphere–Soil Transfer (SAST), which includes only the ice and liquid-water phases;
and (c) the snow submodel of the Biosphere–Atmosphere Transfer Scheme (BATS), which calculates snowmelt
from the energy budget and snow temperature by the force–restore method. Given the same initial conditions
and forcing of atmosphere and radiation, these three models simulated time series of snow water equivalent,
surface temperature, and fluxes very well, with SNTHERM giving the best match with observations and SAST
simulation being close. BATS captured the major processes in the upper portion of a snowpack where solar
radiation provides the main energy source and gave satisfying results for seasonal periods. Some biases occurred
in BATS surface temperature and energy exchange due to its neglecting of liquid water and underestimating
snow density. Ice heat conduction, meltwater heat transport, and the melt–freeze process of snow exhibit strong
diurnal variations and large gradients at the uppermost layers of snowpacks. Using two layers in the upper 20
cm and one deeper layer at the bottom to simulate the multiphase snowmelt processes, SAST closely approximated
the performance of SNTHERM with computational requirements comparable to those of BATS.

1. Introduction

One of the primary functions of snow cover in GCMs
is to control energy and water exchanges with the at-
mosphere through its influence on surface temperature
and albedo. While albedo is determined locally by near-
surface grain sizes, deposition of particulates, and the
presence of water in the snowpack, surface temperature
is determined by the energy balance at the uppermost
layers, most notably freezing and thawing. Because the
diurnal and seasonal timescales are both important for
climate modeling, a good snow model must be able to
capture these two scales. Because of the importance of
snow in simulating climate, significant progress has
been made to better represent snow cover in GCMs
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(Dickinson et al. 1986; Sellers et al. 1986; Verseghy
1991; Loth et al. 1993; Marshall et al. 1994; Lynch-
Stieglitz 1994; Douville et al. 1995; Pollard and Thomp-
son 1995; Bonan 1996; Walland and Simmonds 1996).
In the early versions of GCM snow models, diurnal
variations were treated by including a layer of approx-
imately the diurnal penetration depth, that is, about 0.1
m, using some variation on the force-restore method
(Dickinson 1988). Over a season, penetration depth is
on the order of a few meters; if such depths are achieved,
the corresponding heat flux to the bottom of the snow
is negligibly small. Furthermore, as seasonal snow is
accumulated on timescales of days to months, the tem-
perature profile deep beneath the surface can be ex-
pected to change slowly and be in approximately steady
state. Hence, the deep snow could be represented by a
single slab. For climate modeling, the most important
snow densities to model correctly (to be realistic thermal
fluxes) are those of the top layers. The deep snow slab
is characterized primarily by its water content, but some
idea of snow density is also needed in order to validate
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against observed snow depths and to get the steady-
state fluxes to the underlying soil layers. In addition,
heterogeneity across the landscape can be important for
both albedo and conductive and atmospheric flux trans-
fers.

From the climate viewpoint, the most crucial time for
snow modeling is during the spring snowmelt period.
This same period is also critical from the hydrologic
viewpoint. Over this period, solar fluxes are large, and
albedo variations have a major effect; at the same time,
removal of the snow can drastically change surface al-
bedos. Further, the timing of snowmelt is a major in-
fluence on the timing of water removal by runoff. The
spring snowmelt period, besides its importance, has oth-
er unique features that influence the modeling approach.
A better description of this spring snowmelt period
could contribute substantially to understanding the re-
lationships between snow cover, atmospheric processes,
and surface energy and water budgets during normal
and anomalous snow cover regimes (Yeh et al. 1983;
Barnett et al. 1989; Yasunari et al. 1991; Cess et al.
1991; Wu et al. 1995; Houghton et al. 1996; Walland
and Simmonds 1997; Leese 1997).

Despite offline evaluations of the GCM snow sub-
models against field data (e.g., Yang et al. 1997) and
those examining the performances of snow models in
GCMs (e.g., Foster et al. 1996), there has been little
work that provides an understanding of the relationship
between model performances and model physical struc-
tures. This paper intends to fill this gap by examining
three snow models spanning a range of complexity
against the field data from Mammoth Mountain, Cali-
fornia (Harrington and Bales 1998). These three models
include the detailed process-oriented model of Jordan
(1991), a three-layer snow model (the Snow–Atmo-
sphere–Soil Transfer Model, SAST) with simplified
treatment of snow processes (Sun and Jin 1998), and a
Biosphere–Atmosphere Transfer Scheme (BATS) snow
submodel of Dickinson et al. (1993), which is specifi-
cally designed for use in GCMs. This paper addresses
the following questions: (a) How accurate are these
models over both seasonal and diurnal periods when the
models are driven by the same initial conditions and
atmospheric forcing variables? (b) What are the differ-
ences in the models’ accuracy, and how do they relate
to the key snowmelt processes that are described or
neglected by these models? (c) What are the diurnal and
vertical variations of snowpacks during melt seasons
that are most relevant to snow surface energy exchanges,
and how can this knowledge be applied to a simple
snowmelt model for incorporation into GCMs?

2. Data

Automatic snow and meteorological measurements
have been made at Mammoth Mountain in the eastern
Sierra Nevada, California, since 1987, including auto-
matically recorded meteorological variables, lysimeter

measurements, and snow pit measurements (Harrington
and Bales 1998). Lysimeter and pit data were taken from
two sites (north and south), which are about 20 m apart
and have different snow depths. The measured meteo-
rological variables include wind speed, air temperature,
relative humidity, and net solar and downward longwave
radiation at 15-min intervals. Two clusters of 1 m 3 1
m lysimeters (;20 cm apart) are installed at the base
of the snowpack at both north and south sites to measure
the meltwater discharge every half-hour. Biweekly, two
snow pits excavated from the sites provide snow depth,
snow water equivalent (SWE), and vertical profiles of
snow density and temperature at 0.1-m resolution.

3. Models

The one-dimensional U.S. Army Cold Regions Re-
search and Engineering Laboratory Model (SNTHERM)
was developed for predicting properties and processes
within strata of snow and frozen soil. The model uses
mixture theory to describe the dynamic and thermal
processes of five mixture constituents: dry air, dry soil,
and the three phases of water. Snowmelt is assumed to
drain by gravity, and water vapor is assumed to move
along the temperature gradient. Water and energy ex-
changes at the surface and bottom of a snowpack and
internal snow processes such as ice grain growth, snow
ablation, densification, and metamorphosis are modeled
through the numerical solution of mass and heat-transfer
equations. To simulate such detailed physics,
SNTHERM uses a large number of snow layers and
executes calculations at short time steps (5–900 s). Be-
cause vegetation influences and spatial distribution of
snow are not considered in SNTHERM, the model con-
ceptually applies to snowpacks overlying bare soil.

Compared to SNTHERM, the BATS snow submodel
(Dickinson et al. 1993; Yang et al. 1997) is a greatly
simplified approach designed for use in GCMs that focus
on long-term climate. In BATS, snow is lumped into a
single uniform layer that lies over homogeneous soil,
and the extended force-restore method (Dickinson 1988)
is used to calculate the surface temperature (at the depth
subject to diurnal variation) and subsurface temperature
(at the depth subject to seasonal variation) for the com-
posite snow and soil layer. Snowmelt is estimated using
an energy balance for the surface snow. Internal radi-
ative and thermodynamic snowpack processes are omit-
ted; key snowpack properties such as surface albedo,
ice-grain size, and snow density are parameterized as
functions of surface snow age. Vegetation effects on
snow cover and subgrid snow fractional coverage over
various land surface types are modeled in order to re-
alistically represent the snow processes over a large-
scale (;18 3 18) grid.

The SAST model (Sun et al. 1999; Jin et al. 1999)
is one of multiple efforts to simplify SNTHERM to a
point where it can be used to describe the variation of
snow cover for a wide region, especially for both long-
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TABLE 1. Comparison of several snow models for use in GCMs.

Model developer
name/host GCM Physical equations Water phases Layering Liquid water treatment Snow density

Jordan (1991)
SNTHERM/No GCM
(USA)

Energy-mass balance Ice
Liquid water
Vapor

Multilayers Gravitational flow Function of mass bal-
ance and compaction

Loth et al. (1993)/
ECHAM (Germany)

Energy-mass balance Ice
Liquid water
Vapor
Dry air

2–5 layers Liquid water–holding ca-
pacity as function of
snow density

Function of mass bal-
ance and compaction

Sun and Jin (1999)
SAST/GOALS (China)

Energy-mass balance Ice
Liquid water

3 layers Liquid water–holding ca-
pacity as function of
snow density

Function of mass bal-
ance and compaction

Lynch-Stieglitz (1994)
GISS-LS/GISS (USA)

Energy-mass balance Ice
Liquid water

3 layers Constant liquid water–
holding capacity

Function of snow age

Verseghy (1991)
CLASS/CCC (Canada)

Surface energy balance
for snowmelt

Mass balance for SWE
change

Energy balance for no-
melting temperature

Ice
Liquid water

1 layer Constant liquid water–
holding capacity

Function of snow age

Bonan (1996) LSM/
CCM3 (USA)

Surface energy balance
for snowmelt

Mass balance for SWE
change

Energy balance for no-
melting temperature

Ice 1 layer No Constant

Dickinson et al. (1993),
BATS/CCM2,3 (USA)

Sellers et al. (1986) SiB/
CSU (USA)

Pitman et al. (1991)
BEST/BMRC (Aus-
tralia)

Surface energy balance
for snowmelt

Mass balance for SWE
change

Force-restore for no-melt-
ing temperature

Ice 2 snow–soil
composite
layers

No Function of snow age
in BATS/BEST

Constant in SiB

term and short-term atmosphere modeling (Loth et al.
1993; Lynch-Stieglitz 1994). In the model, the dry air
and water vapor components in a snowpack are ne-
glected. The gravitational flow of meltwater is replaced
by the concept of water-holding capacity: meltwater in
a layer will remain there until it exceeds the layer’s
holding capacity; after that, the excess is delivered to
the lower layer. With both ice and liquid-water phases
in a snowpack, the three snow compaction processes of
SNTHERM (metamorphism, weight, and melting–re-
freezing) are retained in SAST to simulate the variability
of snow density. Because SAST neglects the vapor
phase, ice-grain size is parameterized as a function of
snow density. In SAST, only three layers are used to
describe a snowpack. The top two layers are within 20
cm below the snow surface to simulate the density and
temperature gradients and snowmelt; the third layer rep-
resents the remaining body of the snowpack. When solv-
ing the energy equation, SAST uses heat content as a
prognostic variable instead of snow temperature. By as-
suming that 08C water possesses zero heat content, this
approach can simplify the representation of meltwater
and treat the melting and refreezing process easily. The
same approach was employed by Lynch-Stieglitz (1994)
and Tarboton and Luce (1996).

In Table 1, SNTHERM is compared with six snow
models that have been used in GCM land surface

schemes. Models are listed in order of complexity.
SNTHERM provides the most complete property and
process simulations of snow physics, whereas the BATS
snow submodel represents the sort of relatively simple
snow model that has been widely used in GCMs. The
remaining four models have incorporated factors found
in SNTHERM but not in BATS: 1) use of separate snow
and soil models instead of the snow–soil composite
modeling in the force-restore approach; 2) improved
parameterization of snow properties, especially relating
snow density to various compaction mechanisms; 3) de-
scribing the influences of the liquid phase and phase
changes on snow properties and processes, meanwhile
using the concept of liquid-water-holding capacity to
simplify the simulation of water flow; and 4) use of
limited snow layers to reduce the model bias caused by
the great variation in temperature and density along
snow depth (especially for thick snowpacks in the night-
time). We thus select SNTHERM, SAST, and BATS as
representative snow models for this study.

4. Methods

The same observed initial conditions and common
parameters (Table 2), time-varying meteorological forc-
ing, and atmospheric boundary layer stability schemes
were applied to the three models (i.e., test in offline
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TABLE 2. Common parameters for SNTHERM, SAST, and BATS.

Parameters Value

Snow surface roughness (m)
Prantl number
Schmidt number
Soil porosity
Initial grain diameter (mm)
Near-infrared extinction coefficient
Reference height of meteorological data (m)

0.002
1.0
1.0
0.40
0.5*

400.0*
6.5

* For SNTHERM and SAST.

mode). To ensure that model performance was not in-
fluenced by the difference in absorbed radiation, the
same observed net solar radiation and downward long-
wave radiation were employed for each model instead
of calculating net radiation using their albedo schemes.
The time interval of meteorological forcing was 30 min
for SAST and BATS, but 15 min for SNTHERM. Be-
cause the snowpacks in this study overlaid bare soil,
vegetation influences considered in BATS and SAST
were neglected (vegetation fractional coverage equal to
zero). Both SNTHERM and SAST include soil models,
and BATS simulates the snow–soil composite without
explicit description for the snow–soil interface; there-
fore, no boundary condition at the bottom of a snowpack
was applied.

Four simulations for 1992 and 1993 at both north and
south observation sites of Mammoth Mountain were
conducted. Because of the close proximity (20 m) of
these two sites, the same meteorological forcing was
used, but they had different snow depth and initial con-
ditions.

Both the BATS and SAST models have been applied
to several datasets that cover entire seasonal cycles, such
as the Russian and France data (Yang et al. 1997; Sun
et al. 1999), but the Mammoth Mountain data are more
appropriate for this analysis because their unique per-
sistent measurements of variability in snow density and
liquid water discharge can be used to gain insight into
snowpack physical processes during the ablation period.

Because a snow model within a GCM must consider
both the accumulation and ablation seasons, the ablation
period was the main focus in this study for two reasons.
First, the primary objective was to examine how well
the models represent snowpack internal processes, such
as ablation, sublimation, and compaction. The models
were driven by observed meteorological data with
weather-defined processes, such as snowfall and snow-
pack growth, prescribed. In the snow accumulation sea-
son, which has relatively low solar radiation and cold
air temperature, internal processes are weak and accu-
mulation becomes the major snowpack process (snow
redistribution by wind is not simulated in these models).
Second, the Project for Intercomparison of Land-Sur-
face Parameterization Schemes (PILPS) simulations us-
ing 21 snow models driven by identical meteorological

data from Valdai, Russia (Fig. 1), show that variations
between models are relatively small during the snow
accumulation season (November–March), but are much
larger during the snowmelt season (March–May). In a
snow model, accumulation is due to the snowfall and
loss is mainly by snowmelt. In the Valdai simulations,
sublimation averaged less than 4 mm day21 (Schlosser
et al. 1999). Thus, the main differences among the 21
models are in how they simulate internal snowpack pro-
cesses during snowmelt. Because some of these same
internal processes drive the (much smaller) accumula-
tion season differences between models, results from
our analysis should apply to the entire snow season.

5. Results

a. Seasonal variations of snowmelt

Six physical variables, that is, snow depth, SWE,
snow surface temperature, meltwater efflux, and snow
surface sensible and latent heat fluxes, were used to
show the seasonal characteristics of snowmelt. Daily
means of both modeled and observed values of these
six variables for the north site during the 1993 snowmelt
season are illustrated in Figs. 2 and 3, with statistics for
the results summarized in Table 3.

The snow depth and SWE time series (Figs. 2a,b)
simulated by the three models closely matched the ob-
servation. Because of the limited observation frequency,
the comparisons were carried out between SAST or
BATS and SNTHERM, which showed overall better
performance against the field data than did the other two
models. The root-mean-square difference (rmsd) of
SWE was 0.038 m for SAST and 0.110 m for BATS
(Table 3). BATS showed thicker snow depth {bias 5
0.36 m, due mainly to the snow density parameterization
[see section 5b(3)]} and longer snowmelt duration (;5
days). From Fig. 2b, note that the SWE in BATS was
lower in the early period [day of year (DOY) 109–139]
and then higher in the later period (after DOY 139) than
those of SNTHERM and SAST. This early period dif-
ference occurs because, in BATS, the snowpack does
not retain liquid water. Once an amount of snow melts,
water immediately drains out of the snowpack, but in
SNTHERM and SAST, the snowpack’s liquid-water-
holding capability delays initial release of meltwater.
After the accumulation of meltwater exceeds the water-
holding capability, meltwater will drain out as in BATS.
The higher SWE values of BATS during the later period
indicate a slower melting rate as compared to the other
two models.

Simulated meltwater effluxes showed a similar tem-
poral variation pattern as that observed, but had more
than 12 days difference in duration (Fig. 2c). The onset
of discharge started on the first day of snowmelt (DOY
109) for BATS, about 12 days later for SNTHERM, and
15 days later for SAST. During the period of snowmelt,
water effluxes in BATS were consistently lower than
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FIG. 1. Eighteen-year averaged seasonal cycles of snow water equivalent at Valdai, Russia, from observation and simulations (Schlosser
et al. 1999; reproduced with permission).

those in the other two models due to its lower melt rate.
The snowmelt ended first in SAST, on DOY 175, 3 days
later in SNTHERM, and 8 days later in BATS. Because
of the uncertainty in discharge measurements due to
spatial variability (Harrington and Bales 1998), the ly-
simeter data were not used to quantitatively evaluate the
accuracy of different models.

There were no significant differences in the simulated
daily mean snow temperature for the three models (Fig.
2d). Unfortunately, there were no observations for com-
parison. The correlation coefficient and rmsd (Table 3)
of surface temperature were 0.97 and 1.24 K for SAST,
and 0.83 and 2.85 K for BATS, respectively, which
indicates that the surface temperature of SAST was clos-
er to SNTHERM’s than that of BATS. From Table 3,
small but consistently low biases in snow surface tem-
perature were found in BATS in the four simulation
cases (average ;20.72 K); this could be explained by
the diurnal variability of snow surface temperature [see
sections 5b(2) and 5b(4)].

Seasonal variations of various surface energy fluxes
are illustrated in Figs. 3a–d. The net solar radiation was
estimated from observations, with all other heat fluxes
simulated by the models. The net solar radiation (mean
value ;261 W m22) (Fig. 3a) and sensible heat flux

(mean value ;260 W m22) (Fig. 3c) had consistently
negative values (downward, warming the snow) during
the melt season. In contrast, the net longwave radiation
(mean value ;49 W m22) (Fig. 3b) always cooled the
snow surface (positive values, upward), even though air
temperature was higher than snow surface temperature,
because the atmospheric emissivity of the atmosphere
was lower than that of the snow surface. Figure 3d
shows that the direction of the latent heat flux (mean
value ;6 W m22) shifted frequently between snow-to-
atmosphere (evaporation) and atmosphere-to-snow
(condensation). From the mean values of the compo-
nents of energy fluxes, the longwave radiation, sensible
heat flux, and latent heat flux were approximately bal-
anced (49 2 60 1 6 5 25 W m22), while the mean
value of energy expended on snowmelt (;266 W m22)
was almost equal to the solar radiation (;261 W m22),
which indicates that solar radiation was the major energy
source for snowmelt. The characteristics of energy ex-
change over the snow surface are distinguished from
those of no-snow land surface. In fact, snow cover
turned the function of land surface from a turbulent
energy source (upward evaporation plays the major role)
to a turbulent energy sink (downward sensible heat flux
plays the major role) for the atmosphere boundary layer.
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FIG. 2. Seasonal variation (at daily mean resolution) simulated by SNTHERM, SAST, and BATS at the north site in 1993 for (a) snow
depth, (b) snow water equivalent, (c) meltwater efflux, and (d) surface temperature. The vertical dashed line for DOY 174 is when the snow
was completely melted in the SAST simulation (DOY for day of year).
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FIG. 3. The same as in Fig. 2 for (a) net solar radiation, (b) net longwave radiation, (c) sensible heat flux, and (d) latent heat flux.

This phenomenon can be seen from Figs. 3c–d during
DOY 175–183. The modeled surface fluxes showed re-
markable differences between SNTHERM or SAST and
BATS, because, during this period, snow cover had dis-
appeared in SAST and SNTHERM, but was still present
in BATS.

b. Diurnal and vertical variations of snowmelt

1) STABILITY SCHEME OF THE ATMOSPHERE

BOUNDARY LAYER OVER SNOW

To provide identical atmospheric conditions for the
three models, the BATS calculation of the drag coef-
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TABLE 3. Statistics of 1992–93 simulations at the Mammoth Mountain sites (R: root-mean-square difference, B: Bias, and C: correlation
coefficient).

1992 1993

North

R B C

South

R B C

North

R B C

South

R B C

Snow depth

Snow water equivalent

Water efflux

SAST
BATS
SAST
BATS
SAST
BATS

0.12
0.13
0.08
0.06
0.03
0.02

20.08
0.10

20.06
0.03

20.00
0.00

0.98
0.98
0.97
0.97
0.39
0.54

0.04
0.22
0.02
0.08
0.03
0.03

20.02
0.19

20.00
0.04
0.00
0.00

0.99
0.99
0.99
0.98
0.65
0.54

0.06
0.41
0.04
0.11
0.03
0.03

20.02
0.36
0.00
0.06
0.00

20.00

0.99
0.97
0.99
0.98
0.55
0.46

0.08
0.61
0.07
0.10
0.04
0.03

20.06
0.57
0.04

20.09
0.00

20.00

0.99
0.99
0.99
0.99
0.63
0.64

Surface temperature

Sensible heat flux

Latent heat flux

SAST
BATS
SAST
BATS
SAST
BATS

2.19
3.15

34.16
26.23
25.36
38.29

0.23
20.95
20.24

4.38
1.66

210.26

0.92
0.82
0.91
0.88
0.90
0.78

1.42
3.43
7.63

25.39
15.70
36.59

0.40
20.86

1.48
8.00
0.52
9.70

0.95
0.66
0.99
0.91
0.95
0.73

1.24
2.85
6.56

28.54
11.37
37.48

0.30
20.81

1.43
3.33
0.83

29.14

0.97
0.83
0.99
0.89
0.98
0.85

0.99
1.47

18.21
24.29
13.32
19.69

0.02
20.25

2.22
25.77

0.35
20.30

0.95
0.89
0.98
0.98
0.97
0.97

ficient (adopted from the National Center for Atmo-
spheric Research Community Climate Model Version 2)
was replaced with that from the new version of
SNTHERM (and SAST). However, the original BATS
drag coefficient scheme was tested and the results (not
shown) were not as good as those shown in Figs. 2–3.
Figures 4a,b show that the thermal condition of the at-
mosphere boundary layer over snow could change dra-
matically within a day. There was no regular diurnal
cycle in the drag coefficient; however, around noon,
when the temperature difference between air and land
reached a maximum, the atmospheric boundary layer
became quite stable, and the drag coefficient approached
its minimum value of zero. When temperature differ-
ences were small, such as on DOY 124 and DOY 126,
the atmospheric boundary layer had neutral stability,
and the drag coefficient approached the neutral value.
During the snowmelt period, the atmospheric boundary
layer was mostly in a very stable condition, which de-
pressed the surface exchanges (Fig. 4c), even though
the temperature difference was large (such as on DOY
129). Drag coefficient values calculated in BATS varied
in the same direction as that of SNTHERM, but the
variations were smaller in magnitude (Fig. 4a).

2) SIGNIFICANCE OF ICE, LIQUID WATER, AND

WATER VAPOR FOR SNOWMELT

SNTHERM results were used to compare the amount
of energy delivered by the three water phases through
their transfer and transport processes. Because a large
number of snow layers were used in the SNTHERM
simulation and the layer division was varied from time
to time, for simplicity these layers were integrated into
three layers corresponding approximately to the three
layers used in SAST. The net heat fluxes provided by
individual water phases to the middle layer (about 2 cm
below the snow surface, with a thickness of around 18
cm) were plotted in Fig. 5. Notice two features. First,
the energy transfer into or out of the layer by vapor

flow was a small fraction of the energy delivered by the
liquid water flow and ice conduction. Therefore, the
impact of vapor in transferring energy is considered to
be unimportant in a simplified snow model. In
SNTHERM, the water vapor affects the variation of ice-
grain size; therefore, in SAST which neglects the vapor
phase, ice-grain size is parameterized as a function of
snow density. Second, the heat transfer processes in-
volving both liquid water and ice exhibited strong di-
urnal characteristics.

According to SNTHERM, the liquid water in the mid-
dle layer comes from the top layer and from snowmelt
in the layer itself. The inflowing meltwater brings mass
and energy into the layer. The liquid water in the layer
will refreeze and release latent heat to raise the tem-
perature of the snow layer if the original snow temper-
ature is lower than the melt point; or it will remain
partially in the layer and partially flow to the underlying
layer (gravitational flow) if the temperature is at the
melt point. Figure 5 shows that heat transfer of liquid
water occurred in daytime and possessed two stages.
First, inflow exceeded outflow and energy accumulated
in the layer, reaching a peak around noon (positive por-
tion); then, outflow exceeded inflow and the layer lost
energy to the underlying layer (negative portion). From
the time series, note that, in the early period of snowmelt
(before DOY 128), the energy transmitted into the layer
by liquid water was larger than that transmitted out of
the layer; thus, the net heat flux of liquid water for the
layer was positive. Afterward (DOY 128–136), the en-
ergy fluxes approximately balanced, and, later (after
DOY136) the energy outflow became dominant and the
net heat flux was negative for the layer. Therefore, the
liquid water flow acts to transmit solar energy absorbed
in the top layer(s) to the deeper layer(s).

In contrast, heat conduction of ice in the middle layer
was more important in the evening (Fig. 5, solid line)
and mostly had negative (loss) values. In Fig. 6, the
simulated temperature profiles of the snowpack at mid-
night and noontime on DOY 127 are illustrated. Because
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FIG. 4. Hourly time series during DOY 124–131 for (a) drag coefficient, (b) difference between air temperature and snow surface temperature
calculated from SNTHERM, and (c) surface sensible and latent heat fluxes calculated from SNTHERM (positive for upward) coefficient as
functions of the Richardson number in SNTHERM and BATS (CCM2) calculations.

there was no significant vertical temperature gradient in
the daytime (the entire snowpack was at the melting
point), no heat was conducted in the snowpack; how-
ever, in the evening, the snow surface was refrozen,
largely due to the cooling of longwave emission. This
resulted in an upward temperature gradient along the
snow depth; hence, the ice heat conduction was con-
stantly upward from the lower layer to the upper layer.
The evening temperature profiles also indicated that the
ice heat conduction was limited to the top region of the
snowpack. Note that the SAST model, although using
only three vertical layers, provided the same temperature

profiles simulated by SNTHERM with a large number
of layers (Fig. 6).

3) VARIABILITY OF SNOW DENSITY

The representation of snow density directly changes
the snow depth calculations and affects many physical
and thermal features of snow, such as liquid water per-
meability, ice thermal conductivity, and radiation ab-
sorption. When using BATS for the Mammoth Mountain
simulations, we found that, in order to obtain the good
results shown in Figs. 2 and 3, the maximum effective
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FIG. 5. Hourly time series of the energy gains for the middle layer due to ice conduction, liquid water, and vapor transport. The data
were simulated by SNTHERN but integrated according to the three layers used in SAST.

density of snow in the density formula needed to be
adjusted from the original setting of 400 kg m23 to 500
kg m23 [cf. Eq. (7) in Yang et al. 1997].

The Mammoth Mountain data provided observations
of snow density profiles during the melt season. In Fig.
7, the sample profiles simulated by SNTHERM agree
with the observations. Except for the short-range density
perturbations along the snowpack (mostly caused by the
snowfall history during the season), in general, the snow
density profiles were characterized by four regions of
variation: (a) in the top (surface to around 20-cm depth),
there was a low snow density zone caused by the loss
of meltwater and small compaction; (b) in the main body
of the snowpack, there was a gradual increase in density
along the depth resulting from the snow compaction of
weight; (c) in the lower part of the snowpack, a sharp
density decrease sometimes developed in the early
snowfall because the large temperature gradient in late
autumn and early winter might result in faceted grains
and a less cohesive and less dense snow (Colbeck 1986);
and (d) finally, at the bottom of the snowpack, there
often existed high-density slush.

In BATS, snow density is described as the snowpack

effective density and varied with snow age. Figure 7
shows that BATS (dotted line) underestimated the den-
sity in the simulations. For SAST, two procedures are
considered necessary to improve the density simulation:
(a) set the total depth of the top two snow layers close
to the high-variation zone (top 20 cm) to simulate the
transfer from the top low-density zone to the main body
compaction zone; and (b) include melting compaction
in addition to the weight and metamorphism compac-
tion. Figure 7 shows that, with these two procedures,
the density profiles provided by the three-layer SAST
model sketched out the two increasing features of snow
density profiles, but were unable to capture the low part
and bottom features, which were considered less im-
portant for snowmelt modeling.

4) DIURNAL FEATURES OF SURFACE TEMPERATURE

The diurnal features of snow surface temperature sim-
ulated by the three models are illustrated in Fig. 8. When
snow was melting, mostly in the daytime, the surface
temperature was fixed at the melting point (08C). In the
evening, when the snow surface was frozen, the tem-
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FIG. 6. Snapshots of snow temperature profiles simulated by SNTHERM and SAST: (a) at
0000 LT, DOY 127, 1993, and (b) at 1200 LT, DOY 127, 1993.

FIG. 7. Comparison of modeled and observed snow density profiles at the north site: (a) at
1400 LT, DOY 130, 1993, and (b) at 1400 LT, DOY 136, 1993.

perature was below the melting point. The snow surface
temperature of BATS had a negative (lower) systematic
bias in comparison to the results of SNTHERM, while
the SAST-simulated temperature had a positive bias.
Figure 8 shows that the bias came from the simulated
evening temperature. Two factors were found to have

strong influences on the surface temperature calculation:
(a) the amount of liquid water in the surface layer (re-
leasing latent heat through freezing and thawing); and
(b) the snow density (affecting the heat conduction from
the underlying snow layer). In the evening, the daytime
meltwater refreezes and releases latent heat to resist the
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FIG. 8. Diurnal variations of surface temperature simulated by SNTHERM, SAST, and BATS.

decrease in temperature. On the other side, the ice ther-
mal conductivity varies proportionally with the square
of snow density. In BATS, because the effect of liquid
water was neglected, the heat gain due to the refreezing
of meltwater was missing, and the snow density was
underestimated, which resulted in less upward heat con-
duction from deep snow to increase the surface tem-
perature. Therefore, in the evening, snow temperature
was lower than that of SNTHERM. In SAST, the night-
time surface temperature was overestimated, mainly be-
cause of the parameterization of liquid-water-holding
capacity [changing between 5% and 30% as a function
of snow density (Loth and Graf 1998a,b)]. Sensitivity
tests (results not shown) indicate that, if the liquid-wa-
ter-holding capacity in SAST is set to zero, the snow
surface temperature in the evening will be similar to
that of BATS. The systematic bias in snow surface tem-
perature further results in the biases in sensible heat and
latent heat flux in the evening. For example, the lower
surface temperature causes higher downward sensible
heat flux and more condensation.

6. Discussion

In SNTHERM, a large number of layers were used
to simulate a snowpack. For better understanding of the

physical processes inside a snowpack, the average pro-
files of eight variables calculated by SNTHERM are
plotted (Fig. 9), that is, solar radiation, heat conduction
of ice, heat flux of liquid water flow, transform rate
from liquid water to ice, temperature, density, porosity,
and thermal conductivity. Because of the downward
movement of the snow surface during the snowmelt
season, the average was calculated from the snow sur-
face downward to the depth of 1.5 m in the snowpack.
The average time period was from DOY 109 to DOY
143. Figure 9 indicates that the major changes of most
physical variables and parameters took place within the
top 20-cm zone; below 20 cm, the variations were more
gradual. In particular, the solar radiation and transform
rates from liquid water to ice were approximately zero
below 9 cm from the surface. We also found that, during
the snowmelt period, the heat flux at the snow–soil in-
terface was only about 1 W m22 in the simulations of
SNTHERM and SAST (BATS does not explicitly de-
scribe the heat flux at the snow–soil interface). Based
on these results, in the SAST model, we suggest using
a minimum of three layers to represent a thick snow-
pack, that is, snow depth greater than 40 cm. The thick-
ness of the top layer should be 2 mm to 2 cm, auto-
matically determined by the algorithm; the bottom of
the middle layer set at the 20-cm depth; and the re-
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FIG. 9. Averaged profiles of physical variables and parameters calculated by SNTHERM and SAST for (a) snow density, (b) temperature,
(c) porosity, (d) thermal conductivity, (e) net solar radiation (Rnet), (f ) heat conduction (Fice), (g) heat flux by liquid water (Fliq) (not available
in SAST), and (h) transformation rate between liquid water and ice (Mli) (positive is liquid water to ice). Because of the movement of the
snow surface, only the top 1.5 m of the snowpack is shown. Values represent averages for DOY 109 to 143.

maining part is the bottom layer. The results of SAST
using this division are shown in Fig. 9 (circles). Because
of the simplifications made in SAST, the current com-
putation of SAST is about 1.8 times that of BATS, and
the time step can be fixed at 0.5 h.

From Table 3, checking all six test variables, both
SAST and BATS are found to be highly correlated to
SNTHERM and possess small rmsd in their seasonal
performances. Relatively small but opposite systematic
biases were discovered in snow depth, surface temper-
ature, and latent heat flux for BATS and SAST, respec-
tively. In general, SAST results were closer to those of
SNTHERM than BATS. However, for long-term (sea-
sonal and annual) performances, the results of
SNTHERM do not show significant improvements over
those of BATS for the six variables.

The energy transfer processes at the snow surface
show strong diurnal variability during the snowmelt sea-
sons—absorbing solar radiation and melting in the day-
time, and longwave cooling, refreezing, and ice con-

duction in the evening. Because the daytime surface
temperature is kept at the melting point if the snow
surface is melting, the simulation of the three models
showed no great difference; however, if the snow sur-
face refreezes during the evening, BATS underestimated
surface temperature, thereby resulting in more down-
ward surface latent heat (condensation) and sensible
heat flux.

The small biases in BATS-simulated seasonal surface
temperature and energy exchanges resulted from ne-
glecting the liquid-water phase in the snow medium and
underestimating the snowpack density. These factors af-
fected the manner of energy transfer during the evenings
when liquid water in the snow surface was refrozen.
The SAST model uses the liquid-water-holding capacity
of a snow layer to replace the liquid flow simulated in
SNTHERM, which maintains the effects of liquid water
on snowmelt energy transfer and saves computation;
however, the surface temperature and water discharge
simulation were sensitive to the accuracy of the param-
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eterization of the holding capacity as a function of snow
density.

7. Conclusions

Without any adjustment in model parameters,
SNTHERM gave the best agreement with the field ob-
servation data for all four test cases in both seasonal
and diurnal periods. However, the BATS snow sub-
model, the simplest one in the three models, also per-
formed well for seasonal periods. It captured the pro-
cesses that are most important in the top portion of a
snowpack where solar radiation provides the major en-
ergy source. For snowmelt modeling within GCMs, in
which high uncertainties in radiation, precipitation, and
other meteorological variables need to be reduced
through multiyear averaging of simulation results before
making climate analyses, a simple snowmelt model like
BATS can provide satisfactory results. The more-in-
volved SNTHERM model captures many physical de-
tails that are not represented in the BATS snow sub-
model, especially the diurnal and vertical variations in
snowmelt, which can be crucial to weather, meteoro-
logical, and hydrologic studies. The test of SAST in-
dicated that, however, with proper selection of layer
depths, a model such as SAST with at least three layers
and simpler physical processes than SNTHERM (there-
by, inexpensive computation) can yield diurnal and ver-
tical characteristics of snowmelt similar to those shown
by SNTHERM.

Heat transport by meltwater and ice and the melt–
freeze cycle are crucial to describe the diurnal features
of snowmelt physics. Neglect of these processes resulted
in underestimation in nighttime surface temperature and
biases in sensible and latent heat fluxes. Because the
energy delivered through the vapor phase in this snow-
pack was less than 10% of the energy transmitted by
liquid water and ice, water vapor simulation is consid-
ered secondary for GCM applications.

This study only examined snowmelt periods using
observed net solar and longwave incident radiation. The
important effects of snow albedo, vegetation cover,
snowfall accumulation, and atmospheric feedback are
not tested in this study and should be included in future
studies. Copies for SAST codes and description are
available from the authors by request.
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