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1. Derivation Details of Bounded Steps in Table 1

For presentation clarity, in the following we use the notation ¢, for cos(,) and s, for sin(6,) where a = z., x, and z;.
As discussed in (1) of the manuscript, the transformation between a reference point x; = [x;,%;,0] " and the corresponding
image coordinate u; = [u;, v;] " can be formulated as
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It is shown in [2] that if
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then the following equation holds ~
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Our objective is to construct an e-covering pose set S. In this work, we construct S by first determining bounded steps for
horizontal distance ¢, and tilt angle 6,,. Then the bounded steps for the other dimensions §,_, 6,,, t,, and ¢, can be determined
based on t, and 6,,.

Let 94 = 6,, + Af,,, we obtain the following equation based on the current ¢, and 6,
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where k denotes any constant in the range of [—+/2, v/2]. An illustrative example of (5) is shown in Figure 1. To make (5)
satisfy the constraint in (3), we set the step size,
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AB,, = O(c(t. + ksin(6,))), (6)
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Figure 1. (a) 2D illustration of rotation around Z;-axis. The linear distance (orange solid line) between points before and after applying
rotation is bounded by the arc length (brown dotted line). (b) 3D illustration of rotation around Z;-axis. The linear distance between points
is a function of tilt angle 6.

where larger k£ means larger bounded steps for constructing S. We set & to be 0 for A, in the proposed method.

As 6, denotes 2D image rotation of the planar target, it does not affect the bounded steps for 6. Let6,» =6, + Af,_,
we obtain the following equation depending on the current ¢, and 6, obtain the following equation depending on the current
t,and 0,
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We can realize (7) in a similar way to (5). To make (7) satisfy the constraint in (3), we set the step size,

AG,, = O(c(t, + ksin(0,))) = O(e(t.)), ®)

which £ is setted to 0.
As the bounded steps for ¢, and ¢, are also affected by horizontal distance ¢, and tilt angle 6, only, the equations below
can be derived,
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To make (9) and (10) satisfy the constraint in (3), we set these step sizes,
At, = O(e(t, + ksin(8,))) = O(e(t. + V2sin(6,))), (11)
At = O(e(t, + ksin(6,))) = O((t, + V2sin(6,))), (12)

as k is setted to /2 for pratical consideration.
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Figure 2. (a) Two types of checking patterns in 2D view. (b) 2D itinerary illustration of gradient descent search. The next step is centered
on either corner point or edge point. In the first case (centered on corner point), 44% (namely, %) checking points have already been visited;
in the second case (centered on edge point), 67% (namely, g) checking points have already been visited.

2. Different Types of Checking Patterns

We design two types of checking patterns in the gradient descent search scheme [4] for the 6D parameter space. The
2D view of these candidate checking patterns are shown in Figure 2(a). Type I is formed around the center point, and the
12 neighbors are e-away from the center separately in the 6D pose space, and is used in the proposed algorithm. Type II is
composed of 729 (i.e., 3%) checking points, including three different values (i.e., [+A(g), 0, —A(e)], where A(e) represents
the bounded step) per dimension. Note that after the first iteration, many of the checking points in Type II would have
been checked in the previous step, as the 2D illustration shown in Figure 2(b). The percentage of visited checking points is
distributed from 8.8% (corner) to 66.7% (edge). In spite of this property, the number of unchecked points in each iteration
is still too large, therefore the refinement scheme cannot converge in a short time. In our experiments, it will take more than
one hour to converge with Type II during the refinement process. In this work ,we use Type I in the despite the probability of
being trapped in a local minimum is high. We address this issue by using the efficient and effective coarse-to-fine scheme.

3. Experimental Settings
3.1. Synthetic Dataset

The template images in synthetic image experiment are acquired from the dataset by Lieberknecht er al. [3]. While this
dataset also includes some videos with different motion patterns for evaluating pose estimation and tracking algorithms, the
ground truth is not available. The test images under different kinds of degradation are generated using MATLAB built in
functions.

3.2. Benchmark Dataset

As the benchmark dataset by Gauglitz et al. [ 1] only provides homography parameters of the videos, we have to calculate
the 6D poses from these homography parameters by ourselves. This process is conducted as follows:
1. Straighten the camera images with calibration coefficients.

2. Modify the texture margin from 1.5 to 0.75 (the original texture margin is incorrect).
3. Explore the 4 correspondences of template corners with provides homography parameters.
4. Compute the candidate poses with these 4 correspondences using OPnP [5].

5. Select the correct pose from all candidate poses.
Similar to [1], these pose parameters are used as the ground truth for performance evaluation. In addition, some homography
parameters of some video sequences (i.e., “br-m1”, “pa-pn”, etc.) are recorded in the wrong way, we manually correct all of
them.

4. Additional Experimental Results
4.1. Synthetic Images

Figure 3, 5, 6, 7, and 8 show the pose estimation results using different approaches on synthetic images under varying
conditions. The whole test conditions are: normal case, Gaussian blur with standard deviation {1,2,3,4,5}, JPEG compression



Table 1. Experimental results under varying conditions. The SIFT-based (S), ASIFT-based (A), and the proposed direct (D) methods are
evaluated under different conditions (B: Gaussian blur; J: JPEG compression; I: intensity change; T: tile angle change) with degradation
level from 1to 5.

Bump Sign Stop Sign Lucent MacMini Board Isetta Philadelphia
ER(®) | E(%) | SR(%) | Eg(®) | Ex(%) | SR(%) | ER(®) | Ex(%) | SR(%) | Eg(®) | E(%) | SR(%) | Eg(®) | E\(%)
S| 108 | 498 | 600 | 103 | 60.2 | 100 | 106 | 998 | 160 | 68.4 | 699 | 340 | 53.8 | 245
Bl [A] 509 | 195 | 300 | 429 | 079 | 980 | 568 | 093 | 940 | 470 | 117 | 960 | 544 | 088
D] 420 | 080 | 960 | 231 | 1.04 | 980 | 2.13 | 092 [ 100.0 | 9.86 | 3.43 | 90.0 | 2.00 | 0.79
S | 117 | 560 | 000 | 120 | 60.6 | 2.00 | 132 | 114 | 0.00 | 127 | 181 | 2.00 | 945 | 539
B2 [A| 641 | 247 | 240 | 453 | 094 | 960 | 3.12 | 099 | 940 | 632 | 118 | 90.0 | 3.93 | 074
D| 271 | 093 | 980 | 173 | 1.05 | 100 | 2.19 | 1.05 | 980 | 9.20 | 3.38 | 840 | 3.09 | 0.84
S| 112 [ 641 | 000 | 118 | 728 | 0.00 | 124 | 180 | 0.00 | 129 | 669 | 0.00 | 129 | 713
B3 [A| 754 | 295 | 180 | 254 | 626 | 700 | 29.1 | 924 | 760 | 449 | 200 | 580 | 238 | 112
D | 442 | 124 | 940 | 351 | 118 | 960 | 571 | 2.99 | 920 | 169 | 506 | 76.0 | 2.95 | 1.25
S | 120 | 534 | 000 | 125 | 760 | 0.00 | 127 | 398 | 0.00 | 130 | 459 | 0.00 | 123 | 626
B4 [A| 942 | 361 | 100 | 468 | 151 | 600 | 459 | 185 | 460 | 90.8 | 29.7 | 200 | 478 | 149
D | 38 | 137 | 980 | 542 | 144 | 960 | 462 | 2.14 | 960 | 9.99 | 408 | 840 | 3.10 | 155
S | 127 | 724 | 000 | 124 | 87.5 | 000 | 129 | 764 | 0.00 | 129 | 894 | 000 | 128 | 58.1
BS [A] 931 | 381 | 000 | 889 | 276 | 280 | 720 | 26.9 | 280 | 8.7 | 27.3 | 200 | 905 | 262
D| 296 | 148 | 100 | 343 | 173 | 96.0 | 450 | 2.47 | 960 | 165 | 2.06 | 80.0 | 2.68 | 2.08
S | 112 | 605 | 2.00 | 543 | 29.2 | 520 | 443 | 36.7 | 66.0 | 316 | 50.8 | 740 | 269 | 12.8
1 [A] 567 | 226 | 320 | 390 | 074 | 980 | 1.58 | 040 | 980 | 318 | 132 | 96.0 | 340 | 052
D | 158 | 081 | 980 | 214 | 1.00 | 100 | 3.54 | 163 | 940 | 1083 | 150 | 92 | 117 | 076
S | 110 | 611 | 400 | 57.9 | 26.7 | 460 | 328 | 251 | 76.0 | 223 | 9.73 | 820 | 403 | 158
2 [[A] 700 | 279 | 280 | 814 | 081 | 940 | 1.16 | 036 | 100 | 296 | 1.59 | 96.0 | 550 | 1.11
D | 365 | 080 | 940 | 195 | 087 | 100 | 3.72 | 1.00 | 960 | 548 | 1.98 | 96.0 | 155 | 091
S | 109 | 524 | 600 | 57.7 | 27.6 | 520 | 50.8 | 280 | 62.0 | 259 | 113 | 80.0 | 32.8 | 13.4
3 [[A] 469 | 188 | 320 | 6.02 | 082 | 940 | 2.08 | 039 | 980 | 602 | 046 | 96.0 | 357 | 053
D| 239 | 08 | 100 | 178 | 083 | 100 | 1.82 | 1.02 | 100 | 691 | 183 | 940 | 1.89 | 0.76
S | 119 [ 609 | 400 | 475 | 198 | 560 | 399 | 211 | 66.0 | 302 | 29.7 | 76.0 | 388 | 162
4 [A] 681 | 240 | 240 | 309 | 064 | 960 | 230 | 042 | 980 | 438 | 050 | 960 | 570 | 0.95
D | 239 | 090 | 980 | 193 | 0.8 | 100 | 2.74 | 1.04 | 100 | 154 | 439 | 820 | 1.20 | 0.80
S | 117 | 57.8 | 200 | 439 | 274 | 600 | 357 | 169 | 680 | 248 | 249 | 80.0 | 314 | 196
)55 [A]| 454 | 213 | 420 | 661 | 733 | 940 | 119 | 038 | 100 | 422 | 137 | 980 | 357 | 063
D | 275 | 1.00 | 980 | 2.29 | 093 | 980 | 2.96 | 1.39 | 960 | 2.92 | 2.60 | 94.0 | 230 | 0.87
S | 104 | 48.1 | 400 | 450 | 22.6 | 58.0 | 40.6 | 851 | 640 | 29.8 | 59.1 | 740 | 248 | 124
11 [A] 534 | 175 | 320 | 664 | 084 | 920 | 248 | 042 | 980 | 760 | 148 | 920 | 3.06 | 045
D | 264 | 085 | 980 | 3.14 | 1.05 | 980 | 549 | 155 | 940 | 506 | 3.55 | 960 | 2.29 | 0.86
S | 107 | 534 | 120 | 450 | 23.9 | 580 | 24.8 | 347 | 80.0 | 230 | 206 | 80.0 | 244 | 123
2 [A]| 618 | 276 | 260 | 11.5 | 259 | 940 | 117 | 043 | 100 | 3.82 | 052 | 940 | 559 | 071
D | 115 | 060 | 100 | 2.07 | 081 | 980 | 1.87 | 069 | 100 | 4.66 | 1.77 | 96.0 | 1.64 | 0.87
S | 116 | 647 | 2.00 | 53.0 | 287 | 500 | 29.8 | 259 | 76.0 | 204 | 313 | 84.0 | 243 | 8.00
13 [A] 588 | 206 | 180 | 364 | 080 | 980 | 292 | 040 | 960 | 177 | 047 | 980 | 176 | 047
D] 166 | 082 | 100 | 255 | 093 | 100 | 7.52 | 2.74 | 940 | 211 | 130 | 980 | 259 | 0.74
S | 114 | 593 | 6.00 | 354 | 9.80 | 68.0 | 386 | 299 | 66.0 | 132 | 154 | 90.0 | 27.6 | 133
4 [A] 731 | 325 | 180 | 482 | 097 | 940 | 442 | 1.00 | 960 | 570 | 134 | 960 | 6.09 | 061
D | 240 | 068 | 980 | 256 | 070 | 980 | 3.91 | 086 | 94.0 | 9.83 | 142 | 830 | 244 | 0.82
S | 117 | 617 | 200 | 59.7 | 31.6 | 460 | 60.8 | 184 | 480 | 347 | 324 | 740 | 315 | 14.0
5 [A] 8.3 | 373 | 100 | 7.64 | 1.06 | 940 | 187 | 469 | 840 | 676 | 1.06 | 960 | 491 | 0.67
D| 393 | 101 | 960 | 288 | 077 | 980 | 612 | 7.80 | 94.0 | 559 | 552 | 94.0 | 152 | 1.04
S | 105 | 507 | 120 | 22.7 | 943 | 80.0 | 497 | 658 | 960 | 044 | 017 | 100 | 637 | 2.55
TL [A] 414 | 157 | 340 | 927 | 063 | 8.0 | 293 | 034 | 980 | 467 | 042 | 96.0 | 519 | 046
D | 559 | 0.80 | 940 | 533 | 122 | 980 | 3.64 | 072 | 960 | 3.98 | 088 | 98.0 | 342 | 071
S | 996 | 56.1 | 800 | 43.8 | 240 | 620 | 554 | 556 | 940 | 035 | 0.18 | 100 | 866 | 2.12
T2 [A] 436 | 149 | 360 | 474 | 066 | 940 | 246 | 033 | 960 | 2.60 | 042 | 98.0 | 3.86 | 051
D | 272 [ 094 | 100 | 261 | 098 | 100 | 211 | 0.82 | 98 | 918 | 1.28 | 88.0 | 1.77 | 0.89
S| 108 | 648 | 6.00 | 571 | 247 | 560 | 153 | 11.6 | 86.0 | 0.24 | 020 | 100 | 162 | 8.09
T3 [A| 460 | 194 | 440 | 257 | 067 | 980 | 053 | 029 | 100 | 412 | 042 | 960 | 220 | 038
D| 127 | 072 | 100 | 116 | 112 | 100 | 0.88 | 077 | 100 | 7.87 | 1.34 | 940 | 1.06 | 0.78
S | 118 | 885 | 000 | 943 | 525 | 180 | 763 | 207 | 40.0 | 455 | 348 | 66.0 | 512 | 22.8
T4 [A] 582 | 232 | 400 | 491 | 081 | 960 | 0.60 | 043 | 100 | 474 | 047 | 96.0 | 0.64 | 051
D] 097 [ 073 | 100 | 070 | 079 | 100 | 0.69 | 1.02 | 100 | 1.34 | 1.28 | 980 | 055 | 0.73
S | 116 | 517 | 000 | 124 | 57.2 | 000 | 130 | 970 | 0.00 | 128 | 145 | 0.00 | 115 | 583
TS [A| 845 | 395 | 120 | 654 | 171 | 960 | 061 | 065 | 100 | 140 | 3.92 | 900 | 3.73 | 0.84
D] 041 [ 073 | 100 | 042 | 079 | 100 | 0.92 | 085 [ 100.0 | 162 | 883 | 86.0 | 041 | 0.71

with quality parameter {90,80,70,60,50}, intensity change with scalar parameter {0.9,0.8,0.7,0.6,0.5}, and tile angle in the
range {[0°15°), [15°30°), [30°45°), 45°60°), and [60°75°)}. The complete comparison results under varying conditions
using two feature-based methods and the proposed direct algorithm are shown in Table 1.

4.2. Real Images

Figure 9, 10, 11, and 12 show the pose estimation results on the benchmark dataset [ 1] by different approaches. Other
results on this benchmark can also be found in the supplementary video.

As the template images provided by these datasets [3, 1] are designed for evaluating feature-based approaches, they are not
textureless. Figure 4 shows some pose estimation results with textureless template images using the proposed direct method.
Here we do not show the results using feature-based approaches because both of them cannot estimate pose correctly due to
lack of sufficient feature correspondences. These results demonstrate that our method can perform pose estimation robustly
not only on targets with rich texture, but on textureless targets. Other results can also be found in the supplementary video.
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Figure 3. Pose estimation results on synthetic images by SIFT-based approach (gray boxes), ASIFT-based approach (magenta boxes), and
proposed direct method (cyan boxes) under normal condition.

Figure 4. Pose estimation results on textureless images by proposed direct method. First column: pose estimation target. Other columns:
pose estimation results with rendered box.
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Figure 5. Pose estimation results on synthetic images by SIFT-based approach (gray boxes), ASIFT-based approach (magenta boxes), and
proposed direct method (cyan boxes) under Gaussion blur condition.
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Figure 6. Pose estimation results on synthetic images by SIFT-based approach (gray boxes), ASIFT-based approach (magenta boxes), and
proposed direct method (cyan boxes) under JPEG compression.
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Figure 7. Pose estimation results on synthetic images by SIFT-based approach (gray boxes), ASIFT-based approach (magenta boxes), and
proposed direct method (cyan boxes) under intensity change condition.
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Figure 8. Pose estimation results on synthetic images by SIFT-based approach (gray boxes), ASIFT-based approach (magenta boxes), and
proposed direct method (cyan boxes) under different tilt angles.
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Figure 9. Pose estimation results on benchmark dataset by SIFT-based approach (gray boxes), ASIFT-based approach (magenta boxes),

and proposed direct method (cyan boxes).
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Figure 10. Pose estimation results on benchmark dataset by SIFT-based approach (gray boxes), ASIFT-based approach (magenta boxes),
and proposed direct method (cyan boxes).
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Figure 11. Pose estimation results on benchmark dataset by SIFT-based approach (gray boxes), ASIFT-based approach (magenta boxes),
and proposed direct method (cyan boxes).
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Figure 12. Pose estimation results on benchmark dataset by SIFT-based approach (gray boxes), ASIFT-based approach (magenta boxes),
and proposed direct method (cyan boxes).



