
5032 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 27, NO. 10, OCTOBER 2018

Composing Semantic Collage for Image Retargeting
Si Liu, Zhen Wei , Yao Sun, Xinyu Ou, Junyu Lin, Bin Liu, and Ming-Hsuan Yang , Senior Member, IEEE

Abstract— Image retargeting has been applied to display
images of any size via devices with various resolutions (e.g., cell
phone and TV monitors). To fit an image with the target resolu-
tion, certain unimportant regions need to be deleted or distorted,
and the key problem is to determine the importance of each pixel.
Existing methods predict pixel-wise importance in a bottom-
up manner via eye fixation estimation or saliency detection.
In contrast, the proposed algorithm estimates the pixel-wise
importance based on a top-down criterion where the target image
maintains the semantic meaning of the original image. To this
end, several semantic components corresponding to foreground
objects, action contexts, and background regions are extracted.
The semantic component maps are integrated by a classification
guided fusion network. Specifically, the deep network classifies
the original image as object or scene oriented, and fuses the
semantic component maps according to classification results.
The network output, referred to as the semantic collage with
the same size as the original image, is then fed into any existing
optimization method to generate the target image. Extensive
experiments are carried out on the RetargetMe data set and
S-Retarget database developed in this paper. Experimental results
demonstrate the merits of the proposed algorithm over the
state-of-the-art image retargeting methods.

Index Terms— Image retargeting, semantic component,
semantic collage, classification guided fusion network.

I. INTRODUCTION

IMAGE retargeting is a widely studied problem that aims
to display an original image of arbitrary size on a target

device with different resolution by cropping and resizing.
Considering a source image is essentially a carrier of visual
information, we define the image retargeting problem as a
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Fig. 1. Motivation of the proposed algorithm. The original image shows a boy
kicks a ball on the pitch. The first three target images are less informative
as important semantic components are missing, e.g., ball is missing, main
foreground object is distorted, and background region is not well retained.
The semantic meaning of the original image is well preserved in the fourth
target image generated by the proposed algorithm.

task to generate the target image that preserves the semantic
information of the original image. For example, the image
in Figure 1 shows a boy kicks a ball on a pitch (sports
field), which contains four semantic components including
boy, kicking, ball and pitch. Based on the source image, four
target images can be generated as shown in Figure 1. The first
three target images are less informative as certain semantic
components are missing. The last target image is the only
one that preserves all four semantic components. Existing
retargeting methods [1]–[4] operate based on an importance
map which indicates pixel-wise importance. To generate a
target image in Figure 1 that preserves semantics well, the
pixels corresponding to semantic components, e.g., boy and
ball, should have higher weights in the importance map such
that these are preserved in the target image. In other words,
an importance map needs to preserve semantics of the original
image well.

The proposed semantics preserving deep image retar-
geting (SP-DIR) algorithm consists of two main steps
(see Figure 2).

A. Extracting Semantic Components

Three semantic components including foreground, action
context and background are extracted from an image. For
example, in the image of Figure 2, the boy and ball are
foreground components, kick and pitch belong to the action
context, and the rest is background. Semantic components
are extracted by using the stage-of-the-art modules based on
deep learning. Foreground objects can be localized via image
parsing [5] and classification [6]. The action context can be
localized by the classification method [7], and background
regions are identified by the scene classification [8] method.
Each semantic component is represented by a map.
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Fig. 2. Main steps of the SP-DIR algorithm. The semantic meaning of the original image is: a boy kicks a ball on a pitch. Three semantic components
including boy, ball, kick and pitch are extracted first. These are fused via a classification guided fusion network to generate a semantic collage, which is fed
into the carrier to render the target image.

B. Composing Semantic Collage

Although the state-of-the-art modules are used, semantic
components may not be extracted well in an image. Thus,
we combine all the semantic component maps via a classifi-
cation guided fusion network to generate the semantic collage.
As object and scene images have different properties [8], [9],
the fusion network first classifies an image into two types.
The semantic component maps are then fused by the cor-
responding sub-network based on the specified category. In
contrast to existing methods, we exploit the semantic collages
based on three defined components for image retargeting.
The generated semantic collage is fed into a carrier method,
e.g., [3], [4], [10], to generate the target image.

In this work, we make the following contributions:
• Different from existing retargeting methods, we propose

to explicitly preserve semantics of the source image by
first extracting multiple kinds of semantic components
and then combining them automatically.

• We propose a classification guided fusion network to fuse
the semantic component maps into a semantic collage
with pixel-wise importance measures. In addition, object
and scene images are considered differently.

• We develop a large S-Retarget dataset containing 1, 527
images with pixel-wise labels. The dataset is one
order larger than the existing dataset and available at
http://www.spretarget.com.

II. RELATED WORK

Numerous image retargeting methods have been devel-
oped including the scale and object aware thumbnail-
ing (SOAT) [11], seam carving (ISC) [12], multi-operator [4],
warp [1], optimized scale-and-streth (OSS) [2], shape-
preserving [13] and any existing carrier (AAD) [3] schemes.

A. Conventional Image Retargeting

Early image retargeting methods are developed based
on saliency detection that models the human eye fixation

process [10], [14]–[17]. As these bottom-up methods are
driven by low-level visual cues, edges and corners in images
are detected rather than semantic regions. Although the thumb-
nailing method uses similar images in an annotated dataset
to construct a saliency map for cropping [15], this task-
driven approach does not exploit or preserve high-level visual
semantics. In contrast, the proposed SP-DIR algorithm can
better preserve semantic meanings for image retargeting. Other
retargeting methods [18]–[20] crop images to improve visual
quality of photographs [21], [22]. However, these schemes do
not explicitly preserve visual semantics, which may discard
important contents for the sake of visual quality and aesthetics.

B. Semantic-Based Image Retargeting

In recent years, more efforts have been made to analyze
image contents for retargeting. Luo [14] detects a number
of classes, e.g., skin, face, sky and grass, to crop photos.
In [19] Yan et al. extend the foreground detection method
of [23] with a human face detector to crop images. Similarly,
Ding et al. [10] combine face detection results to compute
importance maps for image retargeting. Goferman et al. [24]
propose context-aware saliency which detects the important
parts of the scene. On the other hand, Huang et al. [25] present
a thumbnail generation scheme based on model expressive-
ness and recognizability of foreground objects after cropping.
In contrast, the proposed SP-DIR algorithm considers seman-
tics from objects to scenes at multiple scales as well as action
contexts.

In [26], Jain et al. propose an end-to-end deep fully con-
volutional network for foreground object segmentation and
apply it to image retargeting. Hou et al. [27] propose a
saliency method by introducing short connections to the skip-
layer structures within the HED architecture. The Fast-AT
scheme [28] is recently developed for generating thumbnail
images based on deep neural networks. Fan et al. [29] show
that high-level semantic understanding is essential for saliency
evaluation and propose the structure-measure to evaluate the
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Fig. 3. Semantic foreground component maps constructed from image
parsing. The input images and corresponding semantic component maps from
parsing are shown in the first two columns. In the third column, the input
images are overlaid with foreground component maps for visualization.

foreground maps. In [30] Cho et al. propose a weakly- and
self-supervised deep CNN for content-aware image retar-
geting. This network generates a retargeted image directly
from an input image and a target aspect ratio by learning a
semantic map (attention map) implicitly. We note that these
deep learning based methods predict binary maps whereas
the SP-DIR algorithm predicts soft probabilities. Furthermore,
these methods operates on the implicit assumption that each
image contains one salient object. In contrast, we demonstrate
that the proposed SP-DIR algorithm is able to generate target
images containing multiple small objects in diverse scenes.

III. COMPOSING SEMANTIC COLLAGE

In this section, we present the SP-DIR algorithm which
extracts semantic components and composes a semantic col-
lage for image retargeting. Each collage is fed into a carrier
to generate the target image by removing or distorting less
important pixels. The semantic collage can be combined with
any carrier, i.e., AAD [3], multi-operator [4] and importance
filtering (IF) [10].

A. Semantic Component

The semantic components including foreground, action con-
text and background are extracted to describe an image for
retargeting.

1) Semantic Foreground Components: The salient objects in
an image are considered as the semantic foreground compo-
nents. For example, the image in Figure 2 contains two main
foreground components, i.e., boy and ball. We use the state-
of-the-art image parsing and classification modules to locate
foreground components.

a) Image parsing: We apply the pre-trained fully convo-
lutional network [5] to parse each input image into 59 common
categories defined in the Pascal-Context [31] dataset. The
59 categories, though still limited, include common objects
that frequently occur in general images. We use all 59 parsing
confidence maps where each semantic component map is
denoted by Mp . As shown in Figure 3, the semantic compo-
nent maps highlight the objects, i.e., person and building, well.

First, for concreteness we use 59 categories defined in
the Pascal-Context dataset [31] to demonstrate the effective-
ness of the proposed algorithm. While limited, they include

Fig. 4. Semantic foreground component maps constructed from image
classification. The images are classified to contain the beacon and bird object
classes, respectively. On each row, the input image, semantic component maps
from classification and overlaid image are shown from left to right.

common objects that frequently occur in general images.
Second, several larger semantic segmentation datasets are
released recently. For example, the ADE20K dataset contains
150 object and stuff classes with diverse annotations of scenes,
objects, parts of objects, and in some cases even parts of parts.
Third, it requires extensive manual labeling work to extend to a
large number of categories, i.e., 3000 categories. One feasible
approach is to resort to the weakly supervised semantic
segmentation methods where bounding box [32] or image level
annotations [33] are available.

b) Image classification: We use the VGG-16 net-
work [34] pre-trained on the ILSVRC-2012 dataset to pre-
dict a label distribution over 1, 000 object categories in an
image. As each classification is carried out on the image
level, an importance map is obtained via a back propaga-
tion pass from the VGG network output [35]. The semantic
component map induced by the classification output using
1-channel image is denoted by Mc . Figure 4 shows the
support of the main objects, e.g., beacon and birds, can be
visualized although they occupy small areas in the original
image. The importance maps derived from classification are
complementary to those induced from image parsing since
more categories (1, 000 vs. 59) are considered.

2) Action Context: We consider the action context surround-
ing the foreground objects for image retargeting. If there is no
action in the scene, all pixels of the corresponding semantic
component map are close to zero.

Action Recognition: Figure 2 shows an image where a boy
kicks a ball. The action context in this scene is the kicking
action between two objects (i.e., boy and ball). We train a deep
model to classify 10 fine-grained actions in a way similar to
the method by Oquab et al. [7]. The action recognition process
is carried out on the detected the bounding box surrounding
a human by the Faster R-CNN method [36], and the error
back propagation is restricted inside the bounding box. Two
representative examples of playing instruments are shown
in Figure 5. In both examples, the action contexts with all
involved objects are highlighted in the second column. The
input images overlaid with the action contexts are shown in
the third column. Given an image, the semantic component
map derived from the action context is denoted as Ma .

3) Semantic Background Component: We consider the
background component of the image for retargeting.
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Fig. 5. Semantic component maps constructed from action contexts. On each
row, the input image, semantic component map from the action context and
input image overlaid with the map are shown.

Fig. 6. Semantic component maps constructed from scene classification. On
each row, the input image, semantic component map from scene classification
and overlaid image are shown.

Scene Classification: Figure 2 shows a scene containing
a pitch. Scene classification provides holistic understanding
of an image. We use the deep model [8], which is trained
on the Places dataset with 2.5 million images to classify
205 categories. The semantic component map constructed
from scene classification Ms is obtained similarly as Mc.
As shown in Figure 6, two images are predicted as kitchen
and island respectively. The obtained Ms highlights the most
representative subjects that can explain the scene labels. In the
kitchen scene, the hearth is highlighted. In the island scene,
the rock and surrounding water are discovered. These results
agree with the work by Zhou et al. [37] which shows that
object detectors learned from the training process are respon-
sible for scene classification. Thus, the semantic component
map constructed from scene classification highlight regions
of detected objects. In contrast, unimportant objects, such as
lights on the ceiling, are ignored.

B. Semantic Collage

The semantic components introduced in Section III-A have
several limitations. First, although the state-of-the-art deep
modules are used, the semantic component maps may not
be accurate. For example, the detection module are likely
to generate false positives or negatives. Second, the context
information between different semantic components is miss-
ing. For example, in Figure 2, the spatial relationship between
boy and ball is missing in the individual semantic component
maps. To address these issues, we propose a classification
guided fusion network to integrate all component maps. While
the importance maps have been used in the existing image

retargeting methods, we emphasize the semantic collage in this
work effectively preserves semantics and integrates multiple
semantic component maps based on different cues.

1) Classification-Guided Fusion Network: It has been
recently shown that object as well as scene images have
drastically different properties and should be independently
treated for the classification [8] or aesthetic evaluation [9]
tasks. Motivated by these observations, our network explicitly
classifies an image as either object-oriented or scene-oriented,
and fused by separate weights.

Figure 7 shows the network architecture. The inputs of
the network are 62-channel semantic component maps. The
action, scene, classification maps all have 1 channel, while
the segmentation map has 59 channels. In addition, the orig-
inal images are also used in the CRF-RNN [38] modules.
The concatenated semantic component maps are fed into a
128×1×1 conv layer, followed by two sub-networks. First,
the classification sub-network predicts the image as either
scene-oriented or object-oriented. It contains a global average
pooling layer and a fully connected layer for prediction.
Second, the regression sub-network carries out convolutions in
a way similar to the inception network [39]. The CRF-RNN
modules are then added to smooth predictions. We fuse
both convolutional maps and CRF-RNN output by pixel-wise
average pooling to regress the target within the range of [0, 1].
The scene and object oriented maps from the regression sub-
network are weighted by the classification results to generate
the semantic collage. Note that in the regression sub-network,
object-oriented and scene-oriented image have separate conv
layers and CRF-RNN layers.

The semantic collage Mg is obtained by

Mg = c(o|M) · ro(M) + c(s|M) · rs(M) (1)

where M = {Mp, Mc, Ms , Ma} is the concatenation of
all semantic component maps to be fused and contains
62 channels. In the above equation, ro(·) and rs(·) are regres-
sion functions for object-oriented and scene-oriented, respec-
tively. In addition, c(o) and c(s) are the confidences that the
image belongs to object or scene-oriented one. The semantic
collage can be generated by a soft or hard fusion based on
whether c()̇ is the classification confidence or binary output.

2) Network Training: The training process involves 3 stages
by increasingly optimizing more components of the network.

Stage 1: The classification sub-network is trained first
as its results guide the regression sub-network. Here only
the parameters related to the classification sub-network are
updated. The loss function L1 at this stage is a weighted
multinomial logistic loss:

L1 = 1

N

N∑

i=1

ωi log(ω̂i ) (2)

where ωi ∈ {0, 1} is ground truth classification label, ω̂i is the
probability predicted by the classification sub-network, and
N is the training set size.

Stage 2: We train both classification and regression sub-
networks without CRF-RNN layers in this stage. The loss
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Fig. 7. Classification guided fusion network. The inputs are the multiple semantic component maps and the output is the semantic collage. The classification
sub-network predicts the image as either scene or object oriented. Then the regression sub-network fuses the semantic component maps according to the
classification results.

function L2 is:

L2 = L1 + 1

N

N∑

i=1

W∑

x=1

H∑

y=1

‖Ii,x,y − Îi,x,y‖2
(3)

where I and Î are the ground truth and estimated semantic
collages. In addition, W and H are width and height of input
image, respectively.

Stage 3: The CRF-RNN layers are activated. The loss
function of this stage is the same as L2.

IV. S-RETARGET DATASET

Several retargeting benchmark datasets have been developed
including the RetargetMe [40] dataset and the one collected by
Mansfield et al. [41]. However, these datasets contains only
80 or 100 images. For comprehensive evaluation of image
retargeting methods, we construct the Semantic-Retarget
(S-Retarget) dataset which contains 1, 527 images.

A. Image Collection

We select images from the Pascal VOC [42], SUN [43], and
BSR [44] datasets. In addition, we collect images from Google
and Bing search engines. Based on the contents, all images
are divided into 6 categories including single person, multiple
people, single as well as multiple objects, and indoor as well
as outdoor scenes. The images in single person, multiple
people, single object and multiple objects classes are object-
oriented while other images are scene-oriented. Table I shows
the properties of the S-Retarget dataset. Some representative
images are shown in Figure 8(a). The dataset is split into
train/val/test subsets, containing 1, 237, 145 and 145 images
respectively. The distribution of the 6 categories are almost
the same in the three sets.

B. Semantic Collage

We ask 5 subjects to annotate the pixel relevance based on
the semantics of an image. The labeling process consists of
two stages. In the first stage, each subject annotates the caption

TABLE I

PROPERTIES OF THE S-RETARGET DATASET

of an image. Several image captions are shown in Figure 8(b).
In the second stage, the annotators rate all pixels by referring
to the image caption provided in the first stage. To facilitate
labeling, each image is over-segmented 5 times using multiple
over-segmentations methods including SLIC [45] 3 times and
Quick Shift [46] twice with different segmentation parameters,
e.g., number of superpixels and compactness factors. Each
annotator then assigns a value to each image segment where
a higher score corresponds to high relevance. For ease of
labeling, the relevance score can only take three discrete
values, i.e., 1 is closed to foreground, 0 is closed to background
and 0.5 is in the middle. The relevance score of one pixel is
obtained by averaging all relevance scores of the segments
covering the pixel. Figure 8(b) shows the semantic collage
marked by two annotators. The semantic collages of the
5 annotators are averaged to generate the ground truth maps,
which are shown in Figure 8(c).

The S-Retarget dataset can also be used as a semantic
saliency dataset. Different with the saliency datasets, e.g.,
MSRA-5000 [47] or ECSSD [48], which mainly contain
dominant objects, the images in S-Retarget are quite diverse.
Furthermore, as shown in Figure 8(c), the ground truth are
labeled with soft rather than binary annotations. The annotated
dataset will be made available to the public.

V. EXPERIMENTAL RESULTS

We conduct five series of experiments. First, we evaluate
the effectiveness of key modules of the deep fusion network.
Second, we compare our semantic collage with the state-of-
the-art methods for generating importance maps. Third, we
compare the target images generated by the SP-DIR algorithm
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Fig. 8. Some semantic collages in the S-Retarget dataset. (a) original images. (b) annotations (including image captions and semantic collages) from two
annotators (c) ground truth annotations obtained by averaging the semantic collages from 5 annotators.

with the ones generated by the state-of-the-art retargeting
methods. We then report the results of applying the model
trained on the S-Retarget images to the RetargetMe dataset.
At last, we train the SP-DIR and MC method [16] on two
different datasets: S-Retarget and ECSSD [48], and compare
the retargeted results generated by these importance maps.
This comparison aims to find out whether the new proposed
S-Retarget dataset brings improvements for the retargeted
results. For all experiments, the width of the target image is
half of the original ones while the height remains unchanged.
More results are available at www.spretarget.com.

A. Experimental Settings

1) Implementation Details: In the training process, we use
3 × 10−5 as learning rate in the first two stages and 3 × 10−6

in the last stage (see Section III-B.2).
2) Datasets and Baseline Methods: We carry out exper-

iments on the RetaretMe [40] and S-Retarget datasets
(see Section IV).

3) Evaluation Metric: We use the metrics of the MIT
saliency benchmark dataset [49] for evaluation including
the Earth Mover’s Distance (EMD), Pearson linear coef-
ficient (CC), Kullback-Leibler divergence (KL), histogram
intersection (SIM), and mean absolute error (MAE). For
EMD, KL, MAE, the lower the better while for CC and
SIM, the higher the better. The other three metrics in the
MIT saliency benchmark are not adopted as they require eye
fixation as ground truth.

We carry out user study to evaluate the retargeted
results from different methods using the Amazon mechanical

TABLE II

EFFECTIVENESS OF THE CLASSIFICATION GUIDANCE

turk (AMT). Each AMT worker is shown with two images,
i.e., the target image generated by our method as well as
the one generated by a randomly selected baseline method,
and asked to select the preferred image. Each pair is shown
to 3 different AMT workers, and we record the numbers of
votes that prefer our results. The evaluation results are shown
in the form of A(B) which means that in the total (A+B)
comparisons, our method is preferred A times.

B. Ablation Study

We conduct ablation studies to evaluate different modules
of the deep fusion network.

1) Classification Guidance Fusion Network: We remove
classification subnetwork in the fusion network to evaluate its
effectiveness. Specifically, the global pooling layer, classifica-
tion output layer and switch are removed while two parallel
regression branches are merged into a single one.

Table II shows classification guidance fusion network signif-
icantly helps generate better semantic collages in terms of all
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TABLE III

FUSION NETWORK WITH A SOFT OR HARD SWITCH

Fig. 9. Effectiveness of the classification-guided fusion network.

TABLE IV

FUSION NETWORK WITH ONE MODULE LEFT OUT

evaluation metrics. This can be attributed to that scene-oriented
and object-oriented images have different properties and thus
require separate parameters to fuse the semantic components
into collages. By binarizing the fusion weights, i.e., the
classification confidence scores, the soft fusion becomes the
hard decision. Table III shows that the soft combination,
namely the linear combination of scene-oriented and object-
oriented maps weighted by classification probabilities, per-
forms better that the hard one where only one map is selected.
Figure 9 shows the effectiveness of soft fusion. From the
figure, we find that the final result (the last column) is better
than the object-regression result (third column) and the scene-
regression result (fourth column).

2) Semantic Components: The inputs of the fusion network
are the semantic components generated by four deep modules
including image parsing, classification, action recognition and
scene classification. We analyze the role of each modules in
a leave-one-out fashion. Table IV shows that the method by
leaving out segmentation module performs worst as that it
generates most details with clear boundary. The other three
modules are also indispensable as the results are worse than the
proposed SP-DIR algorithm. Figure 10 shows qualitative com-
parisons by discarding one module. For example, in the second
row, without the segmentation module the semantic collage
for the stalls are not well delineated. Similarly, a part of the
balloon is missing in the third row when the classification
module is not used.

Fig. 10. Results from the whole SP-DIR network and the one with one
module left out.

TABLE V

COMPARISONS BETWEEN OUR SEMANTIC COLLAGE AND 6 BASELINE
MAPS WHEN COMBINED WITH 3 DIFFERENT CARRIERS

3) Sensitivity Analysis: Each generated semantic collage
is fed into a carrier to generate the target image by
removing or distorting less important pixels. In this exper-
iment, we randomly select 60 images from each subsets
in the S-Retarget to evaluate the proposed semantic collage
with 6 baseline importance map generation methods using
3 carriers, i.e., AAD [3], multi-operator [4] and importance
filtering (IF) [10]. The baseline map generation methods and
carriers are the same as discussed in Section V-A. The results
of all 6 subsets are presented in Table V where we use
AMT scores for evaluation. For the Single person subset, the
semantic collage + AAD method is preferred by 155 persons
while the eDN + AAD scheme is favored for 50 times.
Overall, the proposed semantic collage performs favorably
against all the baselines in all subsets.
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TABLE VI

EVALUATION OF IMPORTANCE MAPS ON THE VALIDATION
SET IN THE S-RETARGET DATASET

C. Semantic Collage Evaluations

We evaluate the proposed semantic collage algorithm with
the state-of-the-art saliency based importance map methods,
i.e., MC [16] (including MC-mc and MC-sc), GC [23],
RCC [50], importance map used in the original IF (oriIF) [10],
DSS [27], eDN [51], and DNEF [52]), Mr-CNN [53] and
the SalNet [54]. In addition, we binarize the S-Retarget
training dataset and fine-tune the two models in MC [16],
which we denote as fine-tuned MC-mc and fine-tuned MC-sc
respectively.

All evaluation results are presented in Table VI. Overall,
the proposed semantic collage algorithm performs favorably
on the S-Retarget dataset using all metrics. Figure 11 shows
the semantic collage generated by the proposed SP-DIR algo-
rithm and the other three importance maps using a typical
indoor image. The MC-sc [16] and fine tuning MC-sc methods
are able to distinguish foreground with background objects.
The SalNet [54] scheme generates weak location information
of salient objects and does not perform well. The semantic
collage generated by the SP-DIR algorithm is close to the
ground truth. With the extracted foreground and background
semantic components by the proposed SP-DIR algorithm,
the semantic collage (Figure 11(c)) contains all semantic
information well.

D. Evaluation on the S-Retarget Dataset

We combine our importance map with the Importance
Filtering carrier for the quality results and speed, and com-
pare our SP-DIR (with map and carrier) with the state-of-
the-art retargeting schemes including the SOAT [11], Seam
Carving [12], Multi-Operator [4], Warp [1], OSS [2], and
AAD [3] schemes. We note that the Multi-Op method is based
on our implementation with the same parameters as [4]. For
the other baseline methods, we use the released codes. The
importance maps generated by the baseline methods are used
in the evaluations on the S-Retarget dataset.

For each input, 7 target images are generated by the
proposed SP-DIR algorithm and baseline retargeting methods.
Table VII shows that the proposed algorithm performs well

Fig. 11. Comparison of importance maps. (a) original image. (b) ground
truth. (c) SP-DIR. (d) MC-sc. (e) fine-tuned MC-sc. (f) SalNet.

TABLE VII

COMPARISONS WITH STATE-OF-THE-ART RETARGETING SYSTEMS

against all the baselines. For example, the number 2, 985(255)
means the results by the proposed algorithm are preferred
2, 985 times while those generated by other methods are
favored 255 times.

Sample retargeted images by all evaluated methods are
presented in Figure 12. The first row shows the results for
single person subset. The retargeted images by the baseline
methods do not capture the essence of the input image well.
In the second example, the proposed semantic collage method
preserves the semantics well without significant distortion.
Similar observations can be observed in the single object
and multiple objects results (3rd and 4th rows). Similarly
for images containing multiple objects and outdoor scenes,
the proposed SP-DIR algorithm performs favorably against the
other state-of-the-art methods in which the important objects
are preserved well in the retargeted results.

E. Evaluation on the RetargetMe Dataset

We apply the proposed model to the RetargeMe dataset [40]
for evaluation. Note that in this experiments, no ground truth
annotation of the semantic collage is available. We feed
7 importance maps (our semantic collage and 6 other impor-
tance maps, i.e., MC [16], GC [23], RCC [50], importance
map used in the original IF [10], eDN [51], and DNEF [52])
into 3 carriers (AAD [3], Multi-Op [4], IF [10]). Table VIII
shows the results where the rows are carriers and columns
are types of importance maps. Overall, the proposed semantic
collage method performs well against all the baseline impor-
tance maps. For example, when AAD is used as carrier, our
semantic collage (with 204 votes) is favored more than the
GC method (with 36 votes).

Qualitative results are shown in Figure 13. For the image
on the first row, the retarget image generated by the GC
method (3rd column) significantly distorts the players while
the image generated by the RCC scheme (6th column) misses
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Fig. 12. Comparisons with SOAT, ISC, Multi-operator, Warp, AAD, OSS on the S-Retarget dataset.

TABLE VIII

COMPARISONS BETWEEN SP-DIR AND 6 BASELINE

MAPS WHEN PAIRED WITH 3 CARRIERS

the ball. The retargeted image (last column) by the proposed
algorithm contains all the important objects and contexts
(players, actions and scenes). The image in the second row
shows a typical outdoor scene with a brick house. The result
by the eDN method (1st column) deforms the brick house
significantly while the retargeted image by the proposed
algorithm (last column) retains most essential contents. In the
third image, the proposed algorithm performs well without
distorting the subject.

F. Comparison Between S-Retarget and ECSSD

To further show the value of the new S-Retarget dataset,
we compare the retarget results generated by the models

trained on different datasets. Besides the proposed dataset,
we also consider the ECSSD dataset [48]. To make fair
comparisons, we use the following experimental settings.
ECSSD is split into a training set and a test set with 900 and
100 images respectively. We also select 100 images from the
test set of the S-Retarget dataset. The selected 200 images
from both datasets (100 from each one) form an unbiased
test set. Our SP-DIR model is trained both on the S-Retarget
and ECSSD datasets, and then tested on the new unbiased
test set. For clarification, we use 〈training dataset〉〈salience
method〉 to denote different training dataset and salience
method settings. Besides our SP-DIR method, we also test
with a state-of-the-art saliency method, i.e., MC method [16].
Therefore, there are totally 4 different experiment settings
including: 〈EC SSD〉〈S P-DI R〉, 〈S-Retarget〉〈S P-DI R〉,
〈EC SSD〉〈MC〉, 〈S-Retarget〉〈MC〉. In all experiments,
we use IF as the retargeting method. The aim of this
experiment is to study for a specific method SP-DIR or MC,
how different training datasets affect the retargeted results.

The evaluation results on retargeted images using Amazon
Mechanic Turks are shown in Table IX.

There are 200 images for testing. For each saliency method,
we have 200 pairs of retargeted results obtained by training
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Fig. 13. Results on the RetargetMe dataset by 3 retargeting methods (AAD, Multi-Op, and IF) and 7 importance maps (eDN, GC, oriIF, DNEF, RCC, MC,
and our method).

TABLE IX

COMPARISONS BETWEEN THE RETARGETED RESULTS BY S-RETARGET
AND ECSSD USING TWO SALIENCY METHODS (SP-DIR AND MC)

on both S-Retarget and ECSSD. Given each image pair,
we invited 3 AMT workers to choose the better one. The
results are reported in Table IX. Specifically, if the retargeted
result generated by 〈S-Retarget〉 〈S P-DI R〉 is better than
the one by 〈EC SSD〉 〈S P-DI R〉, then we add one vote at
the Row (SP-DIR) and Col (S-Retarget) of the Table IX.
From the table, we can see that for both SP-DIR and MC,
the retargeted results from the models trained on S-Retarget are
better than those trained on ECSSD. It indicates that the new
proposed S-Retarget brings improvements on the retargeted
results.

VI. CONCLUSIONS

In this paper, we propose a deep image retargeting algo-
rithm that preserves the semantic meaning of the original
image. A semantic collage that represents the semantic mean-
ing carried by each pixel is generated in two steps. First, multi-
ple individual semantic components, i.e., including foreground,
contexts and background, are extracted by the state-of-the-art
deep understanding modules. Second, all semantic component
maps are combined via a classification guided fusion network
to generate the semantic collage. The network first classifies
the image as object or scene-oriented one. Different classes of
images have their respective fusion parameters. The semantic

collage is fed into the carrier to generate the target image. Our
future work include exploring image caption methods [55] for
better retargeting and related problems. In addition, we plan
to integrate the PixelCNN [56] and GAN [57]–[59] modules
to the proposed algorithm for retargeting tasks.
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