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(a) Input (b) Exemplar-based ∇S (c) Sun et al. [17] (d) Cho and Lee [4] (e) Krishnan et al. [7]

(f) Zhong et al. [44] (g) Xu et al. [9] (h) Michaeli and Irani [18] (i) Our exemplar-based (j) Our CNN-based

Fig. 14. Object deblurring. Our method generates the deblurred result with fewer ringing artifacts.

(a) Input (b) Predicted ∇S (c) Xu and Jia [5] (d) Sun et al. [17] (e) Michaeli and Irani [18] (f) Ours

Fig. 15. Natural image deblurring. Our CNN-based method can be applied to natural image deblurring and
generates the image with few ringing artifacts and much clearer characters.

the proposed methods perform well without using
coarse-to-fine strategies and achieve fast convergence.
In the method by Cho and Lee [4], blur kernels
are estimated in a coarse-to-fine manner based on
an heuristic edge selection strategy. However, it is
difficult to select salient edges from heavily blurred
images without exploiting any structural information
(Fig. 16(a)). Compared to the intermediate results
using the L0 prior (Fig. 1(f)), our methods based
on exemplars and CNN restore the important facial
components effectively (Fig. 16(i) and (n)), thereby
facilitating kernel estimation and image restoration.
Robustness of exemplar structures. In the exemplar-
based method, we use (4) to find the best matched ex-
emplar in the gradient space. The matched exemplar
should share similar, although not perfect, structural
information with the input image (e.g., Fig. 1(g)).
Furthermore, the shared structures should not contain
numerous false salient edges caused by blur. We also
note that most mismatched contours caused by facial
expressions correspond to the small gradients in the
blurred images. In such cases, these extraneous weak
edges are not expected to help estimate kernels ac-
cording to the edge based methods [4], [5]. To alleviate
this problem, we update exemplar edges iteratively
(see Algorithm 2) to increase its reliability as shown
in Fig. 16(f)-(i). Consequently, the matched exemplars
help estimate blur kernels and restore latent face
images.
Robustness to dataset size. Although a larger dataset
is likely to contain more diverse exemplars that facil-
itates finding the matching process by the proposed
method, the linear search time can be computation-
ally expensive. Empirically we show that blurry face
images can be deblurred well when coarse matches

are available in a small exemplar set. We apply the k-
means clustering method to a set of face images, and
choose 40, 80, 100, and 200 centers as the exemplar
datasets, respectively. Similar to [10], we generate 40
blurred images consisting of 5 images (of different
identities as the exemplars) with 8 blur kernels for
experiments. The cumulative error ratio [10] is used
to evaluate the method. Fig. 17(a) shows that the
proposed exemplar-based method performs well with
a small set of exemplars (e.g., 40). With the increasing
exemplar dataset size, the estimated results do not
change significantly, which demonstrates the robust-
ness of the proposed method to exemplar dataset size.

To assess the sensitivity of the CNN-based structure
prediction method, we evaluate the proposed method
with different numbers of exemplars. We use 200,
500, 1000, and 1500 training images for the datasets,
respectively. For each clear image in these datasets,
we synthesize the blurred images using the generated
kernels in Section 3.2.2. We use the same 40 test
images in the exemplar-based method to evaluate
the sensitivity of dataset size for the CNN-based
method. Fig. 17(b) shows that the proposed CNN-
based method performs well with a small set of ex-
emplars (e.g., 200). As the number of training images
is increased, the performance of the proposed method
does not change significantly, especially when 1500 or
all images are used. The results show the proposed
CNN-based method performs robustly against differ-
ent dataset size.
Robustness to noise. If the blurred image contains
large noise, edge selection [4], [5] and other state-of-
the-art methods (e.g., [2], [7], [9]) may not perform
well for kernel estimation. However, the proposed
methods perform well in such cases due to the robust
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Fig. 16. Results without and with predicted salient edges ∇S. (a)-(d) The 1st, 2nd, 5th, and 9th iteration
intermediate results, respectively, using the edge selection method [4] to predict salient edges∇S in Algorithm 2.
(e) Deblurred result with the edge selection method [4] to predict salient edges ∇S in Algorithm 2. (f)-(i) The 1st,
2nd, 5th, and 9th iteration intermediate results, respectively, using the proposed exemplar-based method to
predict salient edges ∇S in Algorithm 2. (j) The deblurred result based on exemplars. The blurred image in this
figure is the same as that of Fig. 1. (k)-(n) The 1st, 2nd, 5th, and 9th iteration intermediate results, respectively,
using the proposed CNN-based method to predict salient edges ∇S in Algorithm 2. (o) The deblurred result
based on the proposed CNN.

matching criterion (see analysis in Section 3.2.1). We
show some examples in Section 4.
Parameter analysis. The proposed deblurring model
involves three main parameters λ, γ, and θ. We
evaluate the effects of these parameters on image
deblurring using the dataset with 32 blurred images.
For each parameter, we carry out experiments with
different settings by varying one and fixing the others
using the kernel similarity metric to measure accuracy
of estimated kernels. Fig. 18 shows the proposed de-
blurring algorithm is insensitive to parameter settings.

In the proposed network, we note that the filter size
of the first layer plays an important role for predicting
sharp edges from blurred images. We evaluate the
effect of this parameter on the proposed test dataset.

Table 3 demonstrates that the proposed model is
insensitive to filter size change within a certain range.

Note that we use a large filter size in the first layer
of the proposed network. It is interesting to analyze
when the filter sizes of all the convolution layer are
the same, e.g., the widely used setting, 3 × 3 pixels.
For fair comparisons, we use the the same receptive
field in the network and train it on the same training
dataset. Table 4 demonstrates that the network with
this setting generates similar results to the proposed
method using the frontal face dataset.
Limitations. As mentioned in Section 4.1, the
exemplar-based edge prediction method is time-
consuming (see Table 2) and does not deblur face
images well when the main components cannot be
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TABLE 3
Effect of the filter size in the first layer on image deblurring.

hhhhhhhhhhhFilter size
Kernel size

9× 9 13× 13 15× 15 17× 17 19× 19 21× 21 27× 27

9× 9 32.84 29.99 33.33 32.58 22.03 26.60 22.84
13× 13 32.58 29.21 33.60 32.60 22.19 26.00 22.93
15× 15 33.11 29.56 32.99 32.49 22.01 26.48 24.09
17× 17 33.51 29.14 33.01 32.16 21.78 25.92 23.58
19× 19 33.11 29.72 33.48 33.01 22.16 25.75 23.89
21× 21 32.83 29.06 32.98 32.14 21.51 25.83 23.58
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(a) Exemplar-based deblurring method
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(b) CNN-based deblurring method

Fig. 17. Sensitivity analysis of dataset size.

TABLE 4
Effect of the different filter size settings in the

convolution layer of the proposed network. The results
are generated by networks whose the receptive fields

are the same.
Filter size settings Proposed setting Filter size with 3× 3

Avg. PSNR 35.33 35.55

extracted, e.g., profile faces. Furthermore, it is not
able to deblur generic images where the salient struc-
tures cannot be extracted. Although the CNN-based
method is more efficient and able to handle profile
faces, it is not able to handle the blurred images with
large blur. Fig. 19 shows an example where the main
structures are severely blurred. It is difficult for the
CNN-based method to predict salient edges from such
blurred images (see Fig. 19(b)), while the exemplar-
based method performs better in such cases with the
help of exemplars (with the same pose).

5 CONCLUSIONS

We propose an exemplar-based deblurring algorithm
for face images that exploits the structural informa-
tion. The proposed method uses facial structures and
reliable edges from exemplars for kernel estimation
without resorting to complex edge predictions. Our
method generates good initialization without using
coarse-to-fine optimization strategies to enforce con-
vergence, and performs well when the blurred images
do not contain rich texture. In addition, we further
propose a CNN-based deblurring method which can
effectively predict the sharp structure from a blurred

input in real time. Extensive evaluations with state-of-
the-art deblurring methods show that the proposed
algorithms are effective for deblurring face images.
We also show that that proposed methods can be
applied to other object deblurring.
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