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Abstract—It is a challenging task to develop effective and efficient appearance models for robust object tracking due to factors such as

pose variation, illumination change, occlusion, and motion blur. Existing online tracking algorithms often update models with samples

from observations in recent frames. Despite much success has been demonstrated, numerous issues remain to be addressed. First,

while these adaptive appearance models are data-dependent, there does not exist sufficient amount of data for online algorithms to

learn at the outset. Second, online tracking algorithms often encounter the drift problems. As a result of self-taught learning, misaligned

samples are likely to be added and degrade the appearance models. In this paper, we propose a simple yet effective and efficient

tracking algorithm with an appearance model based on features extracted from a multiscale image feature space with data-

independent basis. The proposed appearance model employs non-adaptive random projections that preserve the structure of the

image feature space of objects. A very sparse measurement matrix is constructed to efficiently extract the features for the appearance

model. We compress sample images of the foreground target and the background using the same sparse measurement matrix. The

tracking task is formulated as a binary classification via a naive Bayes classifier with online update in the compressed domain. A

coarse-to-fine search strategy is adopted to further reduce the computational complexity in the detection procedure. The proposed

compressive tracking algorithm runs in real-time and performs favorably against state-of-the-art methods on challenging sequences in

terms of efficiency, accuracy and robustness.

Index Terms—Visual tracking, random projection, compressive sensing

Ç

1 INTRODUCTION

DESPITE that numerous algorithms have been proposed
in the literature, object tracking remains a challenging

problem due to appearance change caused by pose, illumi-
nation, occlusion, and motion, among others. An effective
appearance model is of prime importance for the success of
a tracking algorithm that has attracted much attention in
recent years [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12],
[13], [14], [15], [16].

Numerous effective representation schemes have been
proposed for robust object tracking in recent years. One
commonly adopted approach is to learn a low-dimensional
subspace (e.g., eigenspace [7], [17]), which can adapt online
to object appearance change. Since this approach is data-
dependent, the computational complexity is likely to
increase significantly because it needs eigen-decomposi-
tions. Moreover, the noisy or misaligned samples are likely
to degrade the subspace basis, thereby causing these algo-
rithms to drift away the target objects gradually. Another
successful approach is to extract discriminative features
from a high-dimensional space. Since object tracking can be
posed as a binary classification task which separates object

from its local background, a discriminative appearance
model plays an important role for its success. Online boost-
ing methods [6], [10] have been proposed to extract discrim-
inative features for object tracking. Alternatively, high-
dimensional features can be projected to a low-dimensional
space from which a classifier can be constructed.

The compressive sensing (CS) theory [18], [19] shows that
if the dimension of the feature space is sufficiently high,
these features can be projected to a randomly chosen low-
dimensional space which contains enough information to
reconstruct the original high-dimensional features. The
dimensionality reduction method via random projection
(RP) [20], [21] is data-independent, non-adaptive and infor-
mation-preserving. In this paper, we propose an effective
and efficient tracking algorithm with an appearance model
based on features extracted in the compressed domain [1].
The main components of the proposed compressive track-
ing algorithm are shown by Fig. 1. We use a very sparse
measurement matrix that asymptotically satisfies the
restricted isometry property (RIP) in compressive sensing
theory [18], thereby facilitating efficient projection from the
image feature space to a low-dimensional compressed sub-
space. For tracking, the positive and negative samples are
projected (i.e., compressed) with the same sparse measure-
ment matrix and discriminated by a simple naive Bayes
classifier learned online. The proposed compressive track-
ing algorithm runs at real-time and performs favorably
against state-of-the-art trackers on challenging sequences in
terms of efficiency, accuracy and robustness.

The rest of this paper is organized as follows. We first
review the most relevant work on online object tracking
in Section 2. The preliminaries of compressive sensing
and random projection are introduced in Section 3. The
proposed algorithm is detailed in Section 4, and the
experimental results are presented in Section 5 with
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comparisons to state-of-the-art methods on challenging
sequences. We conclude with remarks on our future work
in Section 6.

2 RELATED WORK

Recent surveys of object tracking can be found in [22], [23],
[24]. In this section, we briefly review the most relevant liter-
ature of online object tracking. In general, tracking algo-
rithms can be categorized as either generative [2], [3][7], [9],
[11], [12], [25], [26], [27], [28], [29] or discriminative [4], [5],
[6], [8], [10], [30], [13], [16] based on their appearancemodels.

Generative tracking algorithms typically learn a model to
represent the target object and then use it to search for the
image region with minimal reconstruction error. Black and
Jepson [2] learn an offline subspace model to represent the
object of interest for tracking. Reference templates based on
color histogram [31], [32], integral histogram [25] have been
used for tracking. In [3] Jepson et al. present a Gaussian mix-
ture model with an online expectation maximization algo-
rithm to handle object appearance variations during
tracking. Ho et al. [17] propose a tracking method using a set
of learned subspace model to deal with appearance change.
Instead of using pre-trained subspace, the IVT method [7]
learns an appearance model online to adapt appearance
change. Kwon and Lee [9] combine multiple observation
and motion models in a modified particle filtering frame-
work to handle large appearance and motion variation.
Recently, sparse representation has been used in the
‘1-tracker where an object is modeled by a sparse linear com-
bination of target and trivial templates [12]. However, the
computational complexity of the ‘1-tracker is rather high,
thereby limiting its applications in real-time scenarios. Li
et al. [11] further extend it by using the orthogonal matching
pursuit algorithm for solving the optimization problems effi-
ciently, and Bao et al. [27] improve the efficiency via acceler-
ated proximal gradient approach. A representation based on
distribution of pixels at multiple layers is proposed to

describe object appearance for tracking [29]. Oron et al. [28]
propose a joint model of appearance and spatial configura-
tion of pixels which estimates the amount of local distortion
of the target object, thereby well handling rigid and nonrigid
deformations. Recently, Zhang et al. [26] propose a multi-
task approach to jointly learn the particle representations for
robust object tracking. Despite much demonstrated success
of these online generative tracking algorithms, several prob-
lems remain to be solved. First, numerous training samples
cropped from consecutive frames are required in order to
learn an appearance model online. Since there are only a few
samples at the outset, most tracking algorithms often
assume that the target appearance does not change much
during this period. However, if the appearance of the target
changes significantly, the drift problem is likely to occur.
Second, these generative algorithms do not use the back-
ground information which is likely to improve tracking sta-
bility and accuracy.

Discriminative algorithms pose the tracking problem as a
binary classification task with local search and determine the
decision boundary for separating the target object from the
background. Avidan [4] extends the optical flow approach
with a support vector machine (SVM) classifier for object
tracking, and Collins et al. [5] demonstrate that the most dis-
criminative features can be learned online to separate the tar-
get object from the background. In [6] Grabner et al. propose
an online boosting algorithm to select features for tracking.
However, these trackers [4], [5], [6] use one positive sample
(i.e., the current tracker location) and a few negative samples
when updating the classifier. As the appearance model is
updated with noisy and potentially misaligned examples,
this often leads to the tracking drift problem. An online
semi-supervised boosting method is proposed by Grabner et
al. [8] to alleviate the drift problem inwhich only the samples
in the first frame are labeled and all the other samples are
unlabeled. Babenko et al. [10] formulate online tracking
within themultiple instance learning frameworkwhere sam-
ples are consideredwithin positive and negative bags or sets.

Fig. 1. Main components of the proposed compressive tracking algorithm.

ZHANG ET AL.: FAST COMPRESSIVE TRACKING 2003



A semi-supervised learning approach [33] is developed in
which positive and negative samples are selected via an
online classifier with structural constraints. Wang et al. [30]
present a discriminative appearance model based on super-
pixels which is able to handle heavy occlusions and recovery
from drift. In [13], Hare et al. use an online structured
output support vector machine for robust tracking which
can mitigate the effect of wrong labeling samples. Recently,
Henriques et al. [16] introduce a fast tracking algorithm
which exploits the circulant structure of the kernel matrix in
SVM classifier that can be efficiently computed by the fast
Fourier transform algorithm.

3 PRELIMINARIES

We present some preliminaries of compressive sensing
which are used in the proposed tracking algorithm.

3.1 Random Projection and Compressive Sensing

In random projection, a random matrix R 2 Rn�m whose
rows have unit length projects data from the high-
dimensional feature space x 2 Rm to a lower-dimensional
space v 2 Rn

v ¼ Rx; (1)

where n� m. Each projection v is essentially equivalent to
a compressive measurement in the compressive sensing
encoding stage. The compressive sensing theory [19], [34]
states that if a signal is K-sparse (i.e., the signal is a linear
combination of only K basis [35]), it is possible to near per-
fectly reconstruct the signal from a small number of random
measurements. The encoder in compressive sensing (using
(1)) correlates signal with noise (using random matrix R)
[19], thereby it is a universal encoding which requires no
prior knowledge of the signal structure. In this paper, we
adopt this encoder to construct the appearance model for
visual tracking.

Ideally, we expect R provides a stable embedding that
approximately preserves the salient information in any
K-sparse signal when projecting from x 2 Rm to v 2 Rn. A
necessary and sufficient condition for this stable embedding
is that it approximately preserves distances between any
pairs of K-sparse signals that share the same K basis. That
is, for any two K-sparse vectors x1 and x2 sharing the same
K basis,

ð1� �Þkx1 � x2k2‘2 � kRx1 �Rx2k2‘2 � ð1þ �Þkx1 � x2k2‘2 :
(2)

The restricted isometry property [18], [19] in compressive
sensing shows the above results. This property is achieved
with high probability for some types of random matrix R
whose entries are identically and independently sampled
from a standard normal distribution, symmetric Bernoulli
distribution or Fourier matrix. Furthermore, the above
result can be directly obtained from the Johnson-Linden-
strauss (JL) lemma [20].

Lemma 1. (Johnson-Lindenstrauss lemma) [20]: Let Q be a finite
collection of d points in Rm. Given 0 < � < 1 and b > 0, let
n be a positive integer such that

n � 4þ 2b

�2=2� �3=3

� �
lnðdÞ: (3)

LetR 2 Rn�m be a random matrix withRði; jÞ ¼ rij, where

rij ¼ þ1; with probability 1
2 ;�1; with probability 1
2 ;

�
(4)

or

rij ¼
ffiffiffi
3
p
�

þ1; with probability 1
6 ;

0; with probability 2
3 ;

�1; with probability 1
6 :

8<
: (5)

Then, with probability exceeding 1� d�b, the following state-
ment holds: For every x1;x2 2 Q,

ð1� �Þkx1 � x2k2‘2 �
1ffiffiffi
n
p kRx1 �Rx2k2‘2

� ð1þ �Þkx1 � x2k2‘2 : (6)

Baraniuk et al. [36] prove that any random matrix sat-
isfying the Johnson-Lindenstrauss lemma also holds true
for the restricted isometry property in compressive sens-
ing. Therefore, if the random matrix R in (1) satisfies the
JL lemma, x can be reconstructed with minimum error
from v with high probability if x is K-sparse (e.g., audio
or image signals). This strong theoretical support moti-
vates us to analyze the high-dimensional signals via their
low-dimensional random projections. In the proposed
algorithm, a very sparse matrix is adopted that not only
asymptotically satisfies the JL lemma, but also can be effi-
ciently computed for real-time tracking.

3.2 Very Sparse Random Measurement Matrix

A typical measurement matrix satisfying the restricted isom-
etry property is the random Gaussian matrix R 2 Rn�m

where rij � Nð0; 1Þ (i.e., zero mean and unit variance), as
used in recent work [11], [37], [38]. However, as the matrix is
dense, the memory and computational loads are very expen-
sive when m is large. In this paper, we adopt a very sparse
randommeasurement matrix with entries defined as

rij ¼ ffiffiffi
r
p �

1; with probability 1
2r ;

0; with probability 1� 1
r
;

�1; with probability 1
2r :

8><
>: (7)

Achlioptas [20] proves that this type of matrix with r ¼ 1 or
3 satisfies the Johnson-Lindenstrauss lemma (i.e., (4) and
(5)). This matrix is easy to compute which requires only a
uniform random generator. More importantly, when r ¼ 3,
it is sparse where two thirds of the computation can be
avoided. In addition, Li et al. [39] show that for r ¼ oðmÞ
(x 2 Rm), the random projections are almost as accurate as
the conventional random projections where rij � Nð0; 1Þ.
Therefore, the random matrix (7) with r ¼ oðmÞ asymptoti-
cally satisfies the JL lemma. In this work, we set r ¼ oðmÞ ¼
m=ða log10ðmÞÞ ¼ m=ð10aÞ � m=ð6aÞ with a fixed constant a
because the dimensionality m is typically in the order of 106

to 1010. For each row of R, only about c ¼ ð 12rþ 1
2rÞ� m ¼

a log10ðmÞ � 10a nonzero entries need to be computed.
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We observe that good results can be obtained by fixing
a ¼ 0:4 in our experiments. Therefore, the computational
complexity is only oðcnÞ (n ¼ 100 in this work) which is
very low. Furthermore, only the nonzero entries of R need
to be stored which makes the memory requirement also
very light.

4 PROPOSED ALGORITHM

In this section, we present the proposed compressive track-
ing algorithm in details. The tracking problem is formulated
as a detection task and the main steps of the proposed algo-
rithm are shown in Fig. 1. We assume that the tracking win-
dow in the first frame is given by a detector or manual label.
At each frame, we sample some positive samples near the
current target location and negative samples away from the
object center to update the classifier. To predict the object
location in the next frame, we draw some samples around
the current target location and determine the one with the
maximal classification score.

4.1 Image Representation

To account for large scale change of object appearance, a
multiscale image representation is often formed by convolv-
ing the input image with a Gaussian filter of different spa-
tial variances [40]. The Gaussian filters in practice have to
be truncated which can be replaced by rectangle filters. Bay
et al. [41] show that this replacement does not affect the per-
formance of the interest point detectors but can significantly
speed up the detectors via integral image method [42].

For each sample Z 2 Rw�h, its multiscale representation
(as illustrated in Fig. 2) is constructed by convolving Z with
a set of rectangle filters at multiple scales fF1;1; . . . ;Fw;hg
defined by

Fw;hðx; yÞ ¼ 1

wh
� 1; 1� x � w, 1� y � h;

0; otherwise;

�
(8)

where w and h are the width and height of a rectangle fil-
ter, respectively.

Then, we represent each filtered image as a column
vector in Rwh and concatenate these vectors as a very
high-dimensional multiscale image feature vector x ¼
ðx1; . . . ; xmÞ> 2 Rm where m ¼ ðwhÞ2. The dimensionality
m is typically in the order of 106 to 1010. We adopt a

sparse random matrix R in (7) to project x onto a vector
v 2 Rn in a low-dimensional space. The random matrix R
needs to be computed only once offline and remains fixed
throughout the tracking process. For the sparse matrix R
in (7), the computational load is very light. As shown in
Fig. 3, we only need to store the nonzero entries in R and
the positions of rectangle filters in an input image corre-
sponding to the nonzero entries in each row of R. Then,
v can be efficiently computed by using R to sparsely mea-
sure the rectangular features which can be efficiently
computed using the integral image method [42].

4.2 Analysis of Compressive Features

4.2.1 Relationship to the Haar-Like Features

As shown in Fig. 3, each element vi in the low-dimensional
feature v 2 Rn is a linear combination of spatially distrib-
uted rectangle features at different scales. Since the coeffi-
cients in the measurement matrix can be positive or
negative (via (7)), the compressive features compute the rel-
ative intensity difference in a way similar to the generalized
Haar-like features [10] (See Fig. 3). The Haar-like features
have been widely used for object detection with demon-
strated success [10], [42], [43]. The basic types of these Haar-
like features are typically designed for different tasks [42],
[43]. There often exist a very large number of Haar-like fea-
tures which make the computational load very heavy. This
problem is alleviated by boosting algorithms for selecting
important features [42], [43]. Recently, Babenko et al. [10]
adopt the generalized Haar-like features where each one is
a linear combination of randomly generated rectangle fea-
tures, and use online boosting to select a small set of them
for object tracking. In this work, the large set of Haar-like
features are compressively sensed with a very sparse mea-
surement matrix. The compressive sensing theories ensure
that the extracted features of our algorithm preserve almost
all the information of the original image, and hence is able
to correctly classify any test image because the dimension of
the feature space is sufficiently large (106 to 1010) [37].
Therefore, the projected features can be classified in the
compressed domain efficiently and effectively without the
curse of dimensionality.

4.2.2 Scale Invariant Property

It is easy to show that the low-dimensional feature v is
scale invariant. As shown in Fig. 3, each feature in v is a
linear combination of some rectangle filters convolving
the input image at different positions. Therefore, without

Fig. 2. Illustration of multiscale image representation.

Fig. 3. Graphical representation of compressing a high-dimensional vec-
tor x to a low-dimensional vector v. In the matrixR, dark, gray and white
rectangles represent negative, positive, and zero entries, respectively.
The blue arrows illustrate that one of nonzero entries of one row of R
sensing an element in x is equivalent to a rectangle filter convolving the
intensity at a fixed position of an input image.
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loss of generality, we only need to show that the jth rect-
angle feature xj in the ith feature vi in v is scale invariant.
From Fig. 4, we have

xjðsyÞ ¼ Fswj;shjðsyÞ 	 ZðsyÞ
¼ Fswj;shjðaÞ 	 ZðaÞja¼sy
¼ 1

s2wihi

Z
u2Vs

Zða� uÞdu

¼ 1

s2wihi

Z
u2V

Zðy� uÞjs2jdu

¼ 1

wihi

Z
u2V

Zðy� uÞdu

¼ Fwj;hjðyÞ 	 ZðyÞ
¼ xjðyÞ;

where V ¼ fðu1; u2Þj1 � u1 � wi; 1 � u2 � hig and Vs ¼
fðu1; u2Þj1 � u1 � swi; 1 � u2 � shig.

4.3 Classifier Construction and Update

We assume all elements in v are independently distributed
and model them with a naive Bayes classifier [44],

HðvÞ ¼ log

Qn
i¼1 pðvi j y ¼ 1Þpðy ¼ 1ÞQn
i¼1 pðvi j y ¼ 0Þpðy ¼ 0Þ

� �

¼
Xn
i¼1

log
pðvi j y ¼ 1Þ
pðvi j y ¼ 0Þ

� �
; (9)

where we assume uniform prior, pðy ¼ 1Þ ¼ pðy ¼ 0Þ, and
y 2 f0; 1g is a binary variable which represents the sample
label.

Diaconis and Freedman [45] show that random projec-
tions of high dimensional random vectors are almost always
Gaussian. Thus, the conditional distributions pðvi j y ¼ 1Þ
and pðvi j y ¼ 0Þ in the classifier HðvÞ are assumed to be
Gaussian distributed with four parameters ðm1

i ; s
1
i ;m

0
i ; s

0
i Þ,

pðvi j y ¼ 1Þ � N �
m1
i ; s

1
i

�
; pðvi j y ¼ 0Þ � N �

m0
i ; s

0
i

�
; (10)

where m1
i (m

0
i ) and s1

i (s
0
i ) are mean and standard deviation

of the positive (negative) class. The scalar parameters in (10)
are incrementally updated by

m1
i  �m1

i þ ð1� �Þm1

s1
i  

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�
�
s1
i

�2 þ ð1� �Þðs1Þ2 þ �ð1� �Þ�m1
i � m1

�2q
;

(11)

where � > 0 is a learning parameter,

s1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn�1
k¼0jy¼1ðviðkÞ � m1Þ2

q

and m1 ¼ 1
n

Pn�1
k¼0jy¼1 viðkÞ. Parameters m0

i and s0
i are updated

with similar rules. The above equations can be easily

derived by maximum likelihood estimation [46]. Fig. 5

shows the probability distributions for three different fea-

tures of the positive and negative samples cropped from a
few frames of a sequence for clarity of presentation. It

shows that a Gaussian distribution with online update

using (11) is a good approximation of the features in the

projected space where samples can be easily separated.
Because the variables are assumed to be independent in

our classifier, the n-dimensional multivariate problem is
reduced to the n univariate estimation problem. Thus, it
requires fewer training samples to obtain accurate estima-
tion than estimating the covariance matrix in the multivari-
ate estimation. Furthermore, several densely sampled
positive samples surrounding the current tracking result
are used to update the distribution parameters, which is
able to obtain robust estimation even when the tracking
result has some drift. In addition, the useful information
from the former accurate samples is also used to update the
parameter distributions, thereby facilitating the proposed
algorithm to be robust to misaligned samples. Thus, our
classifier performs robustly even when the misaligned or
the insufficient number of training samples are used.

4.4 Fast Compressive Tracking

The aforementioned classifier is used for local search. To
reduce the computational complexity, a coarse-to-fine slid-
ing window search strategy is adopted (See Fig. 6). The main
steps of our algorithm are summarized in Algorithm 1. First,
we search the object location based on the previous object
location by shifting the window with a large number of

Fig. 4. Illustration of scale invariant property of low-dimensional features.
From the left figure to the right one, the ratio is s. Red rectangle repre-
sents the jth rectangle feature at position y.

Fig. 5. Probability distributions of three different features in a low-dimen-
sional space. The red stair represents the histogram of positive samples
while the blue one represents the histogram of negative samples. The
red and blue lines denote the corresponding estimated distributions by
the proposed incremental update method.

Fig. 6. Coarse-to-fine search for new object location. Left: object center
location (denoted by red solid circle) at the tth frame. Middle: coarse-
grained search with a large radius gc and search step Dc based on the
previous object location. Right: fine-grained search with a small radius
gf < gc and search step Df < Dc based on the coarse-grained search
location (denoted by green solid circle). The final object location is
denoted by blue solid circle.
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pixels Dc within a large search radius gc. This generates
fewer windows than locally exhaustive search method (e.g.,
[10]) but the detected object location may be slightly inaccu-
rate but close to the accurate object location. Based on the
coarse-grained detected location, fine-grained search is car-
ried out with a small number of pixels Df within a small
search radius gf . For example, we set gc ¼ 25, Dc ¼ 4, and
gf ¼ 10, Df ¼ 1 in all the experiments. If we use the fine-
grained locally exhaustive method with gc ¼ 25 and Df ¼ 1,
the total number of search windows is about 1,962 (i.e., pg2c ).
However, using this coarse-to-fine search strategy, the total
number of search windows is about 436 (i.e., pg2c=16þ pg2

f ),
thereby significantly reducing computational cost.

4.4.1 Multiscale Fast Compressive Tracking

At each location in the search region, three image patches
are cropped at different scale s: current (s ¼ 1), small
(s ¼ 1� d) and large scale (s ¼ 1þ d), to account for appear-
ance variation due to fast scale change. The template of
each rectangle feature for patch with scale s is multiplied
by ratio s (See Fig. 4). Therefore, the feature vs for each
patch with scale s can be efficiently extracted by using
the integral image method [42]. Since the low-dimensional
features for each image patch are scale invariant, we
have vs

t ¼ arg maxv2FHðvÞ 
 vt�1, where vt�1 is the low-
dimensional feature vector that represents the object in the
(t� 1)th frame, andF is the set of low-dimensional features
extracted from image patches at different scales. The classi-
fier is updated with cropped positive and negative samples
based on the new object location and scale. The above pro-
cedures can be easily integrated into Algorithm 1: the scale
is updated every fifth frame in the fine-grained search pro-
cedure (See Step 4 in Algorithm 1), which is a tradeoff
between computational efficiency and effectiveness of han-
dling appearance change caused by fast scale change.

4.5 Discussion

We note that simplicity is the prime characteristic of the
proposed algorithm in which the proposed sparse measure-
ment matrix R is independent of training samples, thereby
resulting in an efficient method. In addition, the proposed
algorithm achieves robust performance as discussed below.

Difference with related work. It should be noted that the
proposed algorithm is different from recent work based
on sparse representation [12] and compressive sensing
[11]. First, both algorithms are generative models that
encode an object sample by sparse representation of tem-
plates using ‘1-minimization. Thus the training samples
cropped from the previous frames are stored and
updated, but this is not required in the proposed algo-
rithm due to the use of a data-independent measurement
matrix. Second, the proposed algorithm extracts a linear
combination of generalized Haar-like features and other
trackers [12], [11] use sparse representations of holistic
templates which are less robust as demonstrated in the
experiments. Third, both tracking algorithms [12], [11]
need to solve numerous time-consuming ‘1-minimization
problems although one method has been recently pro-
posed to alleviate the problem of high computational
complexity [27]. In contrast, the proposed algorithm is
efficient as only matrix multiplications are required.

The proposed method is different from the MIL tracker
[10] as it first constructs a feature pool in which each feature
is randomly generated as a weighted sum of pixels in two
to four rectangles. A subset of most discriminative features
are then selected via an MIL boosting method to construct
the final strong classifier. However, as the adopted mea-
surement matrix of the proposed algorithm satisfies the JL
lemma, the compressive features can preserve the ‘2 dis-
tance of the original high-dimensional features. Since each
feature that represents a target or background sample is
assumed to be independently distributed with a Gaussian
distribution, the feature vector for each sample is modeled
as a mixture of Gaussian (MoG) distribution. The MoG dis-
tribution is essentially a mixture of weighted ‘2 distances of
Gaussian distributions. Thus, the ‘2 distance between the
target and background distributions is preserved in the
compressive feature space, and the proposed algorithm can
obtain favorable results without further learning the dis-
criminative features from the compressive feature space.

Discussion with the online AdaBoost method (OAB) [6]. The
reasons that our method performs better than the OAB
method can be attributed to the following factors. First, to
reduce the computational complexity, the feature pool size
designed by the OAB method is small (less than 250 accord-
ing to the default setting in [6] which may contain insuffi-
cient discriminative features. However, our compressive
features can preserve the intrinsic discriminative strength of
the original high-dimensional multiscale features, i.e., large
(between 106 and 1010) feature space . Therefore, our com-
pressive features have better discriminative capability than
the Haar-like features used by the OAB method. Second,
the proposed method uses several positive samples (patches
close to the tracking result at any frame) for online update of
the appearance model which alleviates the errors intro-
duced by inaccurate tracking locations, whereas the OAB
method only uses one positive sample (i.e., the tracking

ZHANG ET AL.: FAST COMPRESSIVE TRACKING 2007



result). When the tracking location is not accurate, the
appearance model of the OAB method will not be updated
properly and thereby cause drift.

Random projection versus principal component analysis
(PCA). For visual tracking, dimensionality reduction algo-
rithms such as principal component analysis and its varia-
tions have been widely used in generative approaches [2],
[7]. These methods need to update the appearance models
frequently for robust tracking. However, these methods are
usually sensitive to heavy occlusion due to the holistic
representation schemes although some robust schemes
have been proposed [47]. Furthermore, it is not clear
whether the appearance models can be updated correctly
with new observations (e.g., without alignment errors to
avoid tracking drift). In contrast, the proposed algorithm
does not suffer from the problems with online self-taught
learning approaches [48] as the proposed model with the
measurement matrix is data-independent. It has been
shown that for image and text applications, favorable
results are achieved by methods with random projection
than principal component analysis [21].

Robustness to ambiguity in detection. The tracking-by-
detection methods often encounter the inherent ambiguity
problems as shown in Fig. 7. Recently Babenko et al. [10]
introduce online multiple instance learning schemes to
alleviate the tracking ambiguity problem. The proposed
algorithm is robust to the ambiguity problem as illustrated
in Fig. 7. While the target appearance changes over time,
the most “correct” positive samples (e.g., the sample in the
red rectangle in Fig. 7) are similar in most frames. How-
ever, the less “correct” positive samples (e.g., samples in
yellow rectangles of Fig. 7) are much more different as
they contain some background pixels which vary much
more than those within the target object. Thus, the distri-
butions for the features extracted from the most “correct”
positive samples are more concentrated than those from
the less “correct” positive samples. This in turn makes the
features from the most “correct” positive samples much
more stable than those from the less “correct” positive
samples (e.g., on the bottom row of Fig. 7, the features

denoted by red markers are more stable than those
denoted by yellow markers). The proposed algorithm is
able to select the most “correct” positive sample because
its probability is larger than those of the less “correct” posi-
tive samples (See the markers in Fig. 7). In addition, the
proposed measurement matrix is data-independent and
no noise is introduced by mis-aligned samples.

Robustness to occlusion. Each feature in the proposed algo-
rithm is spatially localized (See Fig. 3) which is less sensitive
to occlusion than methods based on holistic representations.
Similar representations, e.g., local binary patterns (LBP)
[49], Haar-like features [6], [10], have been shown to be
effective in handling occlusion. Furthermore, features are
randomly sampled at multiple scales by the proposed algo-
rithm in a way similar to [10], [50] which have demon-
strated robust results for dealing with occlusion.

Dimensionality of projected space. Bingham and Mannila
[21] show that in practice the bound of the Johnson-Lin-
denstrauss lemma (i.e., (3)) is much higher than that suf-
fices to achieve good results on image and text data. In
[21], the lower bound for n when � ¼ 0:2 is 1;600 but
n ¼ 50 is sufficient to generate good results for image
and text analysis. In the experiments, with 100 samples
(i.e., d ¼ 100), � ¼ 0:2 and b ¼ 1, the lower bound for n is
approximately 1;600. Another bound derived from the
restricted isometry property in compressive sensing [18]
is much tighter than that from the Johnson-Lindenstrauss
lemma, where n � kb logðm=bÞ and k and b are constants.
For m ¼ 106; k ¼ 1, and b ¼ 10, it is expected that n � 50.
We observe that good results can be obtained when
n ¼ 100 in the experiments.

Robustness to preserve important features. With the setting
in this work, d ¼ 100 and b ¼ 1, the probability that pre-
serves the pair-wise distances in the JL lemma (See
Lemma 1) exceeds 1� d�b ¼ 99%. Assume that there exists
only one important feature that can separate the foreground
object from the background. Since each compressed feature
is assumed to be generated from an identical and indepen-
dent distribution, it is reasonable to assume that each fea-
ture contains or looses the piece of important information
with the same probability, i.e., piðy ¼ 1Þ ¼ piðy ¼ 0Þ ¼ 50%;
i ¼ 1; . . . ; n, where y ¼ 1 indicates the feature contains the
piece of important information while y ¼ 0 otherwise.
Therefore, the probability that the only important feature
being lost is less than p ¼ d�b �Qn

i¼1 piðy ¼ 0Þ ¼ 1% �
0:5100 
 0 when a failure happens.

5 EXPERIMENTS

The proposed algorithm is termed as fast compressive
tracker (FCT) with one fixed scale, and scaled FCT
(SFCT), with multiple scales in order to distinguish from
the compressive tracker (CT) proposed by our conference
paper [1]. The FCT and SFCT methods demonstrate supe-
rior performance over the CT method in terms of accuracy
and efficiency (See results in Table 2 and Table 3), which
validates the effectiveness of the scale invariant features
and coarse-to-fine search strategy. Furthermore, the pro-
posed algorithm is evaluated with other 15 state-of-the-
art methods on 20 challenging sequences among which 14
are publicly available and six are collected on our own (i.

Fig. 7. Illustration of the proposed algorithm in dealing with ambiguity in
detection. Top row: three positive samples. The sample in red rectangle
is the most “correct” positive sample while other two in yellow rectangles
are less “correct” positive samples. Bottom row: the probability distribu-
tions for a feature extracted from positive and negative samples. The
green markers denote the feature extracted from the most “correct” posi-
tive sample while the yellow markers denote the feature extracted from
the two less “correct” positive samples. The red and blue stairs as well
as lines denote the estimated distributions of positive and negative sam-
ples as shown in Fig. 5.
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e., Biker, Bolt, Chasing, Goat, Pedestrian, and Shaking 2 in
Table 2). The 15 evaluated trackers are the compressive
sensing tracker [11], the fragment tracker (Frag) [25],
online AdaBoost method [6], Semi-supervised tracker
(SemiB) [8], incremental visual tracker (IVT) [7], MIL
tracker [10], visual tracking decomposition (VTD) algo-
rithm [9], ‘1-tracker (L1T) [12], TLD tracker [33], distribu-
tion field (DF) tracker [29], multi-task tracker (MTT) [26],
Struck (Struck) method [13], circulant structure tracker
(CST) [16], sparsity-based collaborative model (SCM)
tracker [51] and adaptive structural local sparse appear-
ance (ASLA) tracker [52]. Table 1 summarizes the charac-
teristics of the evaluated tracking algorithms. Most of the
compared discriminative algorithms rely on either refined
features (via feature selection such as OAB, SemiB, MIL)
or strong classifiers (SVM classifier such as Struck and
CST) for object tracking. For the TLD method, it uses a
detector integrated with a cascade of three classifiers (i.e.,
patch variance, random ferns, and nearest neighbor classi-
fiers) for tracking. While the proposed tracking algorithm
uses Haar-like features (via random projection) and sim-
ple naive Bayes classifier, it achieves favorable results
against other methods.

It is worth noticing that the most challenging sequences
from the existing works are used for evaluation. All param-
eters in the proposed algorithm are fixed for all the experi-
ments to demonstrate the robustness and stability of the
proposed method. To fairly verify the effectiveness of the
scale invariant compressive feature and the coarse-of-fine
search strategy, the dimensionality of the compressive fea-
ture space for the CT method [1] is set to 100 as the FCT
and SFCT. For other evaluated trackers, we use the source
or binary codes provided by the authors with default
parameters. Note that these settings are different in our
conference paper [1] in which we either use the tuned
parameters from the source codes or empirically set them
for best results. Therefore, the results of some baseline
methods are different. For fair comparisons, all the evalu-
ated trackers are initialized with the same parameters (e.g.,
initial locations, number of particles and search range). The
proposed FCT algorithm runs at 149 frame per second
(FPS) with a MATLAB implementation on an i7 Quad-Core
machine with 3:4 GHz CPU and 32 GB RAM. In addition,

the SFCT algorithm runs 135 frames per second. Both run
faster than the CT algorithm (80 FPS) [1], illustrating the
efficiency of coarse-to-fine search scheme. The CS algorithm
[11] runs 40 FPS, which is much less efficient than our pro-
posed algorithms because of its solving a time-consuming
‘1-minimization problem. The source codes, videos, and
data sets are available at http://www4.comp.polyu.edu.
hk/~cslzhang/FCT/FCT.htm.

5.1 Experimental Setup

Given a target location at the current frame, the search
radius for drawing positive samples a is set to 4 which gen-
erates 45 positive samples. The inner z and outer radii b for
the set Dz;b that generates negative samples are set to 8 and
30, respectively. In addition, 50 negative samples are ran-
domly selected from the set Dz;b. The search radius gc for
the setDgc to coarsely detect the object location is 25 and the
shifting step Dc is 4. The radius gf for setD

gf to fine-grained
search is set to 10 and the shifting step Df is set to 1. The
scale change parameter d is set to 0:01. The dimensionality
of projected space n is set to 100, and the learning parameter
� is set to 0:85.

5.2 Evaluation Criteria

Two metrics are used to evaluate the proposed algorithm

with 15 state-of-the-art trackers in which gray scale videos

are used except color images are used for the VTD method.

The first metric is the success rate which is used in the PAS-

CAL VOC challenge [53] defined as, score ¼ areaðROIT\ROIGÞ
areaðROIT[ROIGÞ,

where ROIT is the tracking bounding box and ROIG is the

ground truth bounding box. If the score is larger than 0:5 in

one frame, the tracking result is considered as a success.

Table 2 shows the tracking results in terms of success rate.

The other is the center location error which is defined as the

euclidean distance between the central locations of the

tracked objects and the manually labeled ground truth.

Table 3 shows the average tracking errors of all methods.

The proposed SFCT and FCT algorithms achieve the best or

second best results in most sequences based on both success

rate and center location error. Furthermore, the proposed

TABLE 1
Summary of all Evaluated Tracking Algorithms
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trackers run faster than all the other algorithms except for

the CST method which uses the fast Fourier transform. In

addition, the SFCT algorithm performs better than the FCT

algorithm for most sequences, and both achieve much better

results than the CT algorithm in terms of both success rate

and center location error, verifying the effectiveness of

using scale invariant compressive features.

5.3 Tracking Results

5.3.1 Pose and Illumination Change

For the David indoor sequence shown in Fig. 8a, the appear-
ance changes gradually due to illumination and pose varia-
tion when the person walks out of the dark meeting room.
The IVT, VTD, TLD, CT, FCT and SFCT algorithms per-
form well on this sequence. The IVT method uses a PCA-
based appearance model which has been shown to account
for appearance change caused by illumination variation
well. The VTD method performs well due to the use of
multiple observation models constructed from different
features. The TLD approach works well because it main-
tains a detector which uses Haar-like features during track-
ing. In the Sylvester sequence shown in Fig. 8b, the object
undergoes large pose and illumination change. The MIL,
TLD, Struck, CST, ASLA, FCT and SFCT methods perform
well on this sequence with lower tracking errors than other

methods. The IVT, L1T, MTT, and DF methods do not per-
form well on this sequence as these methods use holistic
features which are less effective for large scale pose varia-
tions. In Fig. 8c, the target object in the Skating sequence
undergoes occlusion (#165), shape deformation (#229;
#280), and severe illumination change (#383). Only the
VTD, Struck, CT, FCT and SFCT methods perform well on
this sequence. The VTD method performs well as it con-
structs multiple observation models which account for
some different object appearance variations over time. The
Struck method achieves low tracking errors as it maintains
a fixed number of support vectors from the former frames
which contain different aspects of the object appearance
over time. However, the Struck method drifts away from
the target after frame #350 in the Skating sequence due to
several reasons. When the stage light changes drastically
and the pose of the performer changes rapidly as she per-
forms, only the VTD, CT, FCT and SFCT methods are able
to track the object reliably. The proposed trackers are
robust to pose and illumination changes as object appear-
ance can be modeled well by random projections (based
on the Johnson-Lindenstrauss lemma) and the classifier
with online update is used to separate foreground and
background samples. Furthermore, the features used in the
proposed algorithms are similar to generalized Haar-like
features which have been shown to be robust to pose and
orientation change [10].

TABLE 2
Success Rate (SR) (Percent)

The total number of evaluated frames is 8; 762.

TABLE 3
Center Location Error (CLE) (in Pixels) and Average Frame per Second (FPS)

Bold fonts indicate the best performance while the italic fonts indicate the second best ones. The total number of evaluated frames is 8;762.
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5.3.2 Occlusion and Pose Variation

The target object in the Occluded face sequence in Fig. 9a
undergoes in-plane pose variation and heavy occlusion.
Overall, the MIL, L1T, Struck, CST, CT, FCT and SFCT algo-
rithms perform well on this sequence. In the Panda sequence
(Fig. 9b), the target undergoes out-of-plane pose variation
and shape deformation. Table 2 and Table 3 show that only
the proposed SFCT method outperforms the other methods
on this sequence in terms of success rate and center location
error. The OAB and MIL methods work well on this
sequence as they select the most discriminative Haar-like
features for object representation which can well handle
pose variation and shape deformation. Although the Struck
method uses the Haar-like features to represent objects, no
feature selection mechanism is employed and hence it is
less effective in handling large pose variation and shape
deformation. Due to the same reasons, the Struck method
fails to track the target object stably in the Bolt sequence
(Fig. 9c). In the Bolt sequence, several objects appear in the
same scene with rapid appearance change due to shape
deformation and fast motion. Only the MIL, CST, CT, FCT
and SFCT algorithms track the object stably. The CS, IVT,
VTD, L1T, DF, MTT and ASLA methods do not perform
well as generative models are less effective to account for
appearance change caused by large shape deformation (e.g.,
background pixels are mistakenly considered as foreground
ones), thereby making the algorithms drift away to similar
objects. In the Goat sequence, the object undergoes pose var-
iation, occlusion, and shape deformation. As shown in
Fig. 9d, the proposed FCT and SFCT algorithms perform

well, and the Struck as well as CST methods achieve rela-
tively high success rate and low center location error. The
CT algorithm fails to track the target after frame #100. In
the Pedestrian sequence shown in Fig. 9e, the target object
undergoes heavy occlusion (e.g.,#50). In addition, it is chal-
lenging to track the target object due to low resolution.
Except the FCT and SFCT algorithms, all the other methods
lose track of the target in numerous frames.

The proposed FCT and SFCT algorithms handle occlu-
sion and pose variation well as the adopted scale invari-
ant appearance model is discriminatively learned from
target and background with data-independent measure-
ment, thereby alleviating the influence of background pix-
els (See also Fig. 9c). Furthermore, the FCT and SFCT
algorithms perform well on objects with non-rigid shape
deformation and camera view change in the Panda, Bolt
and Goat sequences (Figs. 9b, 9c, and 9d) as the adopted
appearance model is based on spatially local scale invari-
ant features which are less sensitive to non-rigid shape
deformation.

5.3.3 Rotation and Abrupt Motion

The target object in the Chasing sequence (Fig. 10a) under-
goes abrupt movements with 360 degree out-of-plane rota-
tion. The IVT, MTT, Struck, CST and CT methods perform
well on this sequence. The CS method cannot handle scale
changes well as illustrated by frames #430 and #530. The
images of the Shaking 2 sequence (Fig. 10b) are blurry due to
fast motion of the subject. The DF, MTT and SFCT methods
achieve favorable performance on this sequence in terms of

Fig. 8. Screenshots of some sample tracking results when there are pose variations and severe illumination changes.

ZHANG ET AL.: FAST COMPRESSIVE TRACKING 2011



both success rate and center location error. However, the
MTT method drifts away from the target object after frame
#270. When the out-of-plane rotation and abrupt motion
both occur in the Tiger 1, Tiger 2 and Biker sequences
(Figs. 10c, 10d), most algorithms fail to track the target
objects well. The proposed SFCT and FCT algorithms out-
perform most of the other methods in most metrics (accu-
racy, success rate and speed). The Twinings and Animal
sequences contain objects undergoing out-of-plane rotation
and abrupt motion, respectively. Similarly, the proposed
trackers perform well in terms of all metrics.

5.3.4 Background Clutter

The object in the Cliff bar sequence changes in scale, ori-
entation and the surrounding background has similar
texture (Fig. 11a). As the Frag, IVT, VTD, L1T, DF, CS,
MTT and ASLA methods use generative appearance
models that do not exploit the background information,
it is difficult to keep track of the objects correctly. The
object in the Coupon book sequence undergoes significant
appearance change at the 60th frame and then the other

coupon book appears in the scene. The CS method drifts
to the background after frame #60. The Frag, SemiB,
VTD, L1T, TLD, MTT and SCM methods drift away to
track the other coupon book (#150;#200;#280 in
Fig. 11b) while the proposed SFCT and FCT algorithms
successfully track the correct one. The proposed algo-
rithms are able to track the right objects accurately in
these sequences as it extracts discriminative scale invari-
ant features for the most “correct” positive sample (i.e.,
the target object) online with classifier update for fore-
ground and background separation (See Fig. 7).

6 CONCLUDING REMARKS

In this paper, we propose a simple yet robust tracking
algorithm with an appearance model based on non-adap-
tive random projections that preserve the structure of origi-
nal image space. A very sparse measurement matrix is
adopted to efficiently compress features from the fore-
ground targets and background ones. The tracking task is
formulated as a binary classification problem with online
update in the compressed domain. Numerous experiments

Fig. 9. Screenshots of some sample tracking results when there are severe occlusion and pose variations.
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with state-of-the-art algorithms on challenging sequences
demonstrate that the proposed algorithm performs well in
terms of accuracy, robustness, and speed.

Our future work will focus on applications of the devel-
oped algorithm for object detection and recognition under
heavy occlusion. In addition, we will explore efficient detec-
tion modules for persistent tracking (where objects disap-
pear and reappear after a long period of time).

ACKNOWLEDGMENTS

The authors would like to thank valuable comments from
the reviewers and associate editor. K. Zhang and L. Zhang
are supported in part by the Hong Kong Polytechnic Uni-
versity ICRG Grant (G-YK79). M.-H. Yang is supported in
part by the National Science Foundation (NSF) CAREER
Grant 1149783 and NSF IIS Grant 1152576. Early results of
this work were presented in [1].

Fig. 10. Screenshots of some sample tracking results when there are rotation and abrupt motion.

Fig. 11. Screenshots of some sample tracking results with background clutter.

ZHANG ET AL.: FAST COMPRESSIVE TRACKING 2013



REFERENCES

[1] K. Zhang, L. Zhang, and M.-H. Yang, “Real-time compressive
tracking,” in Proc. Eur. Conf. Comput. Vis., 2012, pp. 864–877.

[2] M. Black and A. Jepson, “Eigentracking: Robust matching and
tracking of articulated objects using a view-based representation,”
Int. J. Comput. Vis., vol. 26, no. 1, pp. 63–84, 1998.

[3] A. Jepson, D. Fleet, and T. El-Maraghi, “Robust online appearance
models for visual tracking,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 25, no. 10, pp. 1296–1311, Oct. 2003.

[4] S. Avidan, “Support vector tracking,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 26, no. 8, pp. 1064–1072, Aug. 2004.

[5] R. Collins, Y. Liu, and M. Leordeanu, “Online selection of discrim-
inative tracking features,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 27, no. 10, pp. 1631–1643, Oct. 2005.

[6] H. Grabner, M. Grabner, and H. Bischof, “Real-time tracking via
on-line boosting,” in Proc. British Mach. Vis. Conf., 2006, pp. 47–56.

[7] D. Ross, J. Lim, R. Lin, and M.-H. Yang, “Incremental learning for
robust visual tracking,” Int. J. Comput. Vis., vol. 77, no. 1, pp. 125–
141, 2008.

[8] H. Grabner, C. Leistner, and H. Bischof, “Semi-supervised on-line
boosting for robust tracking,” in Proc. Eur. Conf. Comput. Vis.,
2008, pp. 234–247.

[9] J. Kwon and K. Lee, “Visual tracking decomposition.,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recog., 2010, pp. 1269–1276.

[10] B. Babenko, M.-H. Yang, and S. Belongie, “Robust object tracking
with online multiple instance learning,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 33, no. 8, pp. 1619–1632, Aug. 2011.

[11] H. Li, C. Shen, and Q. Shi, “Real-time visual tracking using com-
pressive sensing,” in Proc. IEEE Conf. Comput. Vis. Pattern Recog.,
2011, pp. 1305–1312.

[12] X. Mei and H. Ling, “Robust visual tracking and vehicle classifica-
tion via sparse representation,” IEEE Trans. Pattern Anal. Mach.
Intell., vol. 33, no. 11, pp. 2259–2272, Nov. 2011.

[13] S. Hare, A. Saffari, and P. Torr, “Struck: Structured output track-
ing with kernels,” in Proc. IEEE Int. Conf. Comput. Vis., 2011,
pp. 263–270.

[14] Y. Wu, J. Cheng, J. Wang, H. Lu, J. Wang, H. Ling, E. Blasch, and
L. Bai, “Real-time probabilistic covariance tracking with efficient
model update,” IEEE Trans. Image Process., vol. 21, no. 5, pp. 2824–
2837, May. 2012.

[15] Y. Wu, B. Shen, and H. Ling, “Visual tracking via online non-neg-
ative matrix factorization,” IEEE Trans. Circuit Syst. Video Technol.,
vol. 24, no. 3, pp. 374–383, Mar. 2014.

[16] J. Henriques, R. Caseiro, P. Martins, and J. Batista, “Exploiting the
circulant structure of tracking-by-detection with kernels,” in Proc.
Eur. Conf. Comput. Vis., 2012, pp. 702–715.

[17] J. Ho, K. Lee, M.-H. Yang, and D. Kriegman, “Visual tracking
using learned linear subspaces,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recog., 2004, vol. 1, pp. I–782.

[18] E. Candes and T. Tao, “Decoding by linear programming,” IEEE
Trans. Inf. Theory, vol. 51, no. 12, pp. 4203–4215, Dec. 2005.

[19] E. Candes and T. Tao, “Near-optimal signal recovery from ran-
dom projections: Universal encoding strategies?” IEEE Trans. Inf.
Theory, vol. 52, no. 12, pp. 5406–5425, Dec. 2006.

[20] D. Achlioptas, “Database-friendly random projections: Johnson-
Lindenstrauss with binary coins,” J. Comput. Syst. Sci., vol. 66,
no. 4, pp. 671–687, 2003.

[21] E. Bingham and H. Mannila, “Random projection in dimensional-
ity reduction: Applications to image and text data,” in Proc. Int.
Conf. Knowl. Discovery Data Mining, 2001, pp. 245–250.

[22] A. Yilmaz, O. Javed, and M. Shah, “Object tracking: A survey,”
ACM Comput. Surv., vol. 38, no. 4, pp. 1–45, 2006.

[23] M.-H. Yang and J. Ho, “Toward robust online visual tracking,” in
Distributed Video Sensor Networks, New York, NY, USA: Springer,
2011, pp. 119–136.

[24] S. Salti, A. Cavallaro, and L. Di Stefano, “Adaptive appearance
modeling for video tracking: Survey and evaluation,” IEEE Trans.
Image Process., vol. 21, no. 10, pp. 4334–4348, Oct. 2012.

[25] A. Adam, E. Rivlin, and I. Shimshoni, “Robust fragments-based
tracking using the integral histogram,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recog., 2006, pp. 798–805.

[26] T. Zhang, B. Ghanem, S. Liu, and N. Ahuja, “Robust visual track-
ing via multi-task sparse learning,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recog., 2012, pp. 2042–2049.

[27] C. Bao, Y. Wu, H. Ling, and H. Ji, “Real time robust L1 tracker
using accelerated proximal gradient approach,” in Proc. IEEE
Conf. Comput. Vis. Pattern Recog., 2012, pp. 1830–1837.

[28] S. Oron, A. Bar-Hillel, D. Levi, and S. Avidan, “Locally orderless
tracking,” in Proc. IEEE Conf. Comput. Vis. Pattern Recog., 2012,
pp. 1940–1947.

[29] L. Sevilla-Lara and E. Learned-Miller, “Distribution fields for
tracking,” in Proc. IEEE Conf. Comput. Vis. Pattern Recog., 2012,
pp. 1910–1917.

[30] S. Wang, H. Lu, F. Yang, and M.-H. Yang, “Superpixel tracking,”
in Proc. IEEE Int. Conf. Comput. Vis., 2011, pp. 1323–1330.

[31] D. Comaniciu, V. Ramesh, and P. Meer, “Kernel-based object
tracking,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 25, no. 5,
pp. 564–577, May. 2003.

[32] C. Shen, J. Kim, and H. Wang, “Generalized kernel-based visual
tracking,” IEEE Trans. Circuits Syst. Video Technol., vol. 20, no. 1,
pp. 119–130, Jan. 2010.

[33] Z. Kalal, J. Matas, and K. Mikolajczyk, “Pn learning: Bootstrap-
ping binary classifiers by structural constraints,” in Proc. IEEE
Conf. Comput. Vis. Pattern Recog., 2010, pp. 49–56.

[34] D. Donoho, “Compressed sensing,” IEEE Trans. Inf. Theory,
vol. 52, no. 4, pp. 1289–1306, Apr. 2006.

[35] R. Baraniuk, “Compressive sensing,” IEEE Signal Process. Mag.,
vol. 24, no. 4, pp. 118–121, Jul. 2007.

[36] R. Baraniuk, M. Davenport, R. DeVore, and M. Wakin, “A simple
proof of the restricted isometry property for random matrices,”
Constructive Approximation, vol. 28, no. 3, pp. 253–263, 2008.

[37] J. Wright, A. Yang, A. Ganesh, S. Sastry, and Y. Ma, “Robust face
recognition via sparse representation,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 31, no. 2, pp. 210–227, Feb. 2009.

[38] L. Liu and P. Fieguth, “Texture classification from random
features,” IEEE Trans. Pattern Anal. Mach. Intel., vol. 34, no. 3,
pp. 574–586, Mar. 2012.

[39] P. Li, T. Hastie, and K. Church, “Very sparse random projections,”
in Proc. Int. Conf. Knowl. Discovery Data Mining, 2006, pp. 287–296.

[40] D. Lowe, “Distinctive image features from scale-invariant key-
points,” Int. J. Comput. Vis., vol. 60, no. 2, pp. 91–110, 2004.

[41] H. Bay, A. Ess, T. Tuytelaars, and L. Van Gool, “Speeded-up
robust features (SURF),” Comput. Vis. Image Understanding,
vol. 110, no. 3, pp. 346–359, 2008.

[42] P. Viola andM. Jones, “Rapid object detection using a boosted cas-
cade of simple features in,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recog., 2001, vol. 1, pp. 511–518.

[43] S. Li and Z. Zhang, “Floatboost learning and statistical face
detection,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 26, no. 9,
pp. 1112–1123, Sep. 2004.

[44] A. Ng and M. Jordan, “On discriminative vs. generative classi-
fiers: A comparison of logistic regression and naive bayes,” in
Proc. Adv. Neural Inf. Process. Syst., 2002, pp. 841–848.

[45] P. Diaconis and D. Freedman, “Asymptotics of graphical projec-
tion pursuit,” Ann. Statist., vol. 12, pp. 793–815, 1984.

[46] K. Zhang and H. Song, “Real-time visual tracking via online
weighted multiple instance learning,” Pattern Recognit., vol. 46,
no. 1, pp. 397–411, 2013.

[47] F. D. la Torre and M. J. Black, “Robust principal component analy-
sis for computer vision,” in Proc. IEEE Int. Conf. Comput. Vis.,
2001, pp. 362–369.

[48] R. Raina, A. Battle, H. Lee, B. Packer, and A. Ng, “Self-taught
learning: Transfer learning from unlabeled data,” in Proc. Int.
Conf. Mach. Learn., 2007, pp. 759–766.

[49] T. Ahonen, A. Hadid, and M. Pietikainen, “Face description with
local binary patterns: Application to face recognition,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 28, no. 12, pp. 2037–2041, Dec. 2006.

[50] A. Leonardis and H. Bischof, “Robust recognition using
eigenimages,” Comput. Vis. Image Understanding, vol. 78, no. 1,
pp. 99–118, 2000.

[51] W. Zhong, H. Lu, and M.-H. Yang, “Robust object tracking via
sparsity-based collaborative model,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recog., 2012, pp. 1838–1845.

[52] J. Xu, H. Lu, and M.-H. Yang, “Visual tracking via adaptive struc-
tural local sparse appearance model,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recog., 2012, pp. 1822–1829.

[53] M. Everingham, L. Gool, C. Williams, J. Winn, and A. Zisserman,
“The pascal visual object class (VOC) challenge,” Int. J. Comput.
Vis., vol. 88, no. 2, pp. 303–338, 2010.

2014 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 36, NO. 10, OCTOBER 2014



Kaihua Zhang received the BS degree in tech-
nology and science of electronic information from
the Ocean University of China (OUC) in 2006,
the MS degree in signal and information process-
ing from the University of Science and Technol-
ogy of China (USTC) in 2009, and the PhD
degree from the Department of Computing in the
Hong Kong Polytechnic University in 2013. He is
a professor in the School of Information and Con-
trol, Nanjing University of Information Science &
Technology, Nanjing, China. From August 2009

to August 2010, he was a research assistant in the Department of Com-
puting, The Hong Kong Polytechnic University. His research interests
include image segmentation, level sets, and visual tracking.

Lei Zhang received the BSc degree from
Shenyang Institute of Aeronautical Engineering,
P.R. China, in 1995, the MSc and PhD degrees in
control theory and engineering fromNorthwestern
Polytechnical University, Xi’an, P.R. China, in
1998 and 2001, respectively. From 2001 to 2002,
he was a research associate in the Department of
Computing, The Hong Kong Polytechnic Univer-
sity. From January 2003 to January 2006, he
worked as a postdoctoral fellow in the Department
of Electrical and Computer Engineering, McMas-

ter University, Canada. In 2006, he joined the Department of Computing,
The Hong Kong Polytechnic University, as an assistant professor. Since
September 2010, he has been an associate professor in the same depart-
ment. His research interests include image and video processing, com-
puter vision, pattern recognition, and biometrics, etc. He has published
about 200 papers in those areas. He is currently an associate editor of
IEEE Transaction on CSVT and Image and Vision Computing. He was
awarded the 2012-13 Faculty Award in research and scholarly activities.
More information can be found in his homepage http://www4.comp.polyu.
edu.hk/~cslzhang/.

Ming-Hsuan Yang received the PhD degree in
computer science from the University of Illinois at
Urbana-Champaign in 2000. He is an associate
professor in electrical engineering and computer
science at the University of California, Merced.
Prior to joining UC Merced in 2008, he was a
senior research scientist at the Honda Research
Institute working on vision problems related to
humanoid robots. He coauthored the book Face
Detection and Gesture Recognition for Human-
Computer Interaction (Kluwer Academic 2001)

and edited special issue on face recognition for Computer Vision and
Image Understanding in 2003, and a special issue on real world face rec-
ognition for IEEE Transactions on Pattern Analysis and Machine Intelli-
gence. He served as an associate editor of the IEEE Transactions on
Pattern Analysis and Machine Intelligence from 2007 to 2011, and is an
associate editor of the International Journal of Computer Vision, Image
and Vision Computing and Journal of Artificial Intelligence Research. He
received the NSF CAREER Award in 2012, the Senate Award for Distin-
guished Early Career Research at UC Merced in 2011, and the Google
Faculty Award in 2009. He is a senior member of the IEEE and the ACM.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.

ZHANG ET AL.: FAST COMPRESSIVE TRACKING 2015



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


