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013 1. Effect of Updates with 7" Iterations on CRGNN 067
014 068
015 In Section 3.1 of the manuscript, we discuss that the feature aggregation step and node state update step are alternatively 069
016 executed by T iterations. We conduct experiments to study the effect of 7'. Table 1 shows the results when 7" is set as 1, 3 070
017 and 5 (we cannot use more iterations due to memory issues). Overall, we obtain better results when more iterations are used 071
018 for the CRGNN model. The performance of the message passing converges at T' = 3. 072
g;i #lterations MSE SAD Gradient Connectivity MESSDdt g;z
021 T=1 5.887 36.16 29.89 33.67 0.385 075
022 T=3 5.722 34.44 28.21 30.59 0.330 076
023 T=5 5.720 34.39 28.34 30.69 0.336 077
024 Table 1: Effect of update iteration 7" on the CRGNN. 078
025 079
026 080
027 2. Ablation Study on the Real-World Dataset 081
028 . . . . 082
In Section 5.2 of the manuscript, we conduct the ablation study on the composited dataset to analyze the effect of each
029 . . 083
essential component of the proposed method. Table 2 shows the ablation study results on the real-world dataset. Overall,
030 . .. .. 084
031 the GNN model, consistency regularization and discriminator can enhance the performance and the proposed deformable 085
032 convolution based aggregation method performs better than the non-local aggregation method. 086
033 087
034 MSE SAD Gradient Connectivity MESSDdt 088
035 Baseline 31.68 9.922 120.6 80.23 3.991 089
036 Variants +GNN 28.51 8.849 100.7 78.67 3.546 090
037 ! +Consistency ~ 27.37 8.642 9543 76.88 3.392 091
038 +Discriminator  26.32  8.340 92.40 76.31 3.150 092
039 Non-local aggregation 29.65 9.867 115.6 79.85 3.882 093
040 094
041 Table 2: Ablation study of the variants of the proposed network on the real dataset. ‘Baseline’ means the image-level model 095
042 without using the GNN. ‘+” means the progressive connection of different modules. 096
043 097
044 3. Visual Results 098
045 099
046 Visual results for ablation study. The novel components of the proposed CRGNN are the (1) GNN based inter-frame 100
047 relationship modeling module, (2) consistency regularization, and (3) adversarial learning scheme. In the manuscript, we 101
048 show the the quantitative results for the ablation study about the effectiveness of these components. Here, we present the 102
049 visual results for the ablation study. 103
050 To analyze the contribution of each component of our CRGNN, we introduce a baseline model by removing the inter- 104
051 frame relationship. That is, the image-level baseline model using the encoder-decoder structure similar to [3]. Each video 105
052 frame is forwarded into our baseline model frame by frame. As shown in Figure 1(a), GNN generates better details compared 106

053 107



ICCV ICCV

#9687 #9687
ICCV 2021 Submission #9687. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

108 to the image-level model in the first row, which benefits from the introduction of multiple frames in enhancing the temporal 162
109 coherence. 163
110 To analyze the effectiveness of the consistency scheme, we provide the results with and without prediction consistency in 164
i Figure 1(b). Compared to the results without utilizing the alpha, foreground and frame consistency, utilizing the consistency 165
2 regularization can generate better results. The performance gain can be attributed to the better feature representation enhanced 166
s by the consistency regularization. 167
4 In addition, Figure 1(c) shows that the introduction of the discriminator can further improve the performance based on the 168
s consistency regularization, which benefits from the advantages of the discriminator to distinguish if the image belongs to the 169
::3 composited image or the real one. :Z?
118 Failure cases. One limitation of the proposed CRGNN is that it may include the background noise when foreground and 172
119 background share much similarity for the transparent objects, as shown in Figure 2. This is not unexpected because the 173
120 contrast between foreground and background is weak such that it is even difficult for humans to precisely differentiate 174
121 between the foreground and background. 175
122 Visual comparisons with state-of-the-art methods. We provide more visual examples in Figure 3, 4, 5 and 6 on the 176
123 composited dataset and real dataset. The trimap of the composited dataset is generated based on the alpha matte. The alpha 177
124 matte of the real dataset is not available, which is generated based on the erosion-dilation of the segmentation map predicted 178
125 by the DeepLabv3 [1]. Compared to the existing image based methods DIM [5], LF [6], CAM [2], IM [3] and video based 179
126 method BM [4], our model generate better boundary details and can suppress the background noise better. BM [4] uses an 180
127 extra background as the input of the network, we do not provide the results of BM [4] on the real-world dataset because the 181
128 background cannot be acquired. 182
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Figure 1: Visual comparisons for different variants.
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Figure 2: Failure cases.
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Figure 3: Visual comparisons on the composited human matting dataset.
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Figure 4: Visual comparisons on the composited auxiliary category dataset.
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Figure 5: Visual comparisons on the real-world dataset.
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Figure 6: Visual comparisons on the real-world dataset.
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