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Abstract. Learning rich visual representations often require training
on datasets of millions of manually annotated examples. This substan-
tially limits the scalability of learning effective representations as la-
beled data is expensive or scarce. In this paper, we address the problem
of unsupervised visual representation learning from a large, unlabeled
collection of images. By representing each image as a node and each
nearest-neighbor matching pair as an edge, our key idea is to leverage
graph-based analysis to discover positive and negative image pairs (i.e.,
pairs belonging to the same and different visual categories). Specifically,
we propose to use a cycle consistency criterion for mining positive pairs
and geodesic distance in the graph for hard negative mining. We show
that the mined positive and negative image pairs can provide accurate
supervisory signals for learning effective representations using Convo-
lutional Neural Networks (CNNs). We demonstrate the effectiveness of
the proposed unsupervised constraint mining method in two settings:
(1) unsupervised feature learning and (2) semi-supervised learning. For
unsupervised feature learning, we obtain competitive performance with
several state-of-the-art approaches on the PASCAL VOC 2007 dataset.
For semi-supervised learning, we show boosted performance by incorpo-
rating the mined constraints on three image classification datasets.

Keywords: Unsupervised feature learning, semi-supervised learning,
image classification, convolutional neural networks

1 Introduction

Convolutional neural networks have recently achieved impressive performance on
a broad range of visual recognition tasks [1,2,3]. However, the success of CNNs
is mainly attributed to supervised learning over massive amounts of human-
labeled data. The need of large-scale manual annotations substantially limits
the scalability of learning effective representations as labeled data is expensive
or scarce. In this paper, we address the problem of unsupervised visual represen-
tation learning. Given only a large, unlabeled image collection, we aim to learn
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(a) Direct matching (b) Cyclic matching

Fig. 1. Illustration of positive mining based on cycle consistency. (a) Direct image
matching using similarity of the appearance features often results in matching pairs
with very similar appearances (e.g., certain pose of cars). (b) By finding cycles in the
graph, we observe that image pairs in the cycle are likely to belong to the same visual
category but with large appearance variations (e.g., under different viewpoints).

rich visual representations without using any manual supervision. This particu-
lar setting is important for many practical applications because large amounts
of interconnected visual data is readily available on the Internet. However, it
remains challenging to learn effective representations for visual recognition in an
unsupervised fashion.

Numerous efforts have been made on unsupervised learning [4,5,6,7,8]. Ex-
isting approaches aim to use reconstruction as a pretext task for visual rep-
resentation learning. The most commonly used architecture is an autoencoder
which aims at reconstructing input images from noisy ones [6,7,8]. However,
current reconstruction-based algorithms tend to learn filters detecting low-level
patterns (e.g., edges, textures). Such algorithms may not generalize well to high-
level visual recognition tasks. Recent work explores various types of supervisory
signals freely available in images and videos for unsupervised visual representa-
tion learning. Examples include ego-motion [9,10], context prediction [11], and
tracking [12]. However, ego-motion information does not correlate with semantic
information well. Spatial context prediction [11] and tracking [12] consider only
instance-level data as the training samples are taken within the same image and
video.

In this paper, we propose a new way to generate category-level training sam-
ples for unsupervised visual representation learning. The general idea is that we
can discover underlying semantic similarity among images by leveraging graph-
based analysis over a large collection of images. We construct the k-nearest
neighbor (k-NN) graph by representing each image as a node and each nearest-
neighbor matching pair as an edge. Unlike other methods that use the nearest
neighbor graphs to learn similarity functions [13,14], we use the graph to mine
constraints for learning rich visual representations. Specifically, we propose to
use a cycle consistency criterion for mining positive pairs. Compared to the di-
rect image matching, cycle consistency allows us to mine image pairs from the
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same category yet with large appearance variations. The basic idea for positive
mining is illustrated in Fig. 1. For negative image pair mining, we propose to use
geodesic distance in the graph to discover hard negative samples. Image pairs
with large geodesic distance are likely to belong to different categories but may
have a small Euclidean distance in the original feature space. We observe that the
mined positive and negative image pairs can provide accurate supervisory signals
to train a CNN for learning effective representations. We validate the effective-
ness of the proposed unsupervised constraint mining method in two settings: (1)
unsupervised feature learning and (2) semi-supervised learning. For unsupervised
feature learning, we obtain competitive performance with several state-of-the-art
approaches on the PASCAL VOC 2007 dataset. For semi-supervised learning,
we improve the classification results by incorporating the mined constraints on
three datasets.
We make the following three contributions in this work:

1. We propose a simple but effective approach to mine semantically similar and
dissimilar image pairs from a large, unlabeled collection of images.

2. We tackle the problem of learning rich visual representations in an unsuper-
vised manner. Using the mined image pairs, we train a Siamese network to
perform binary classification (i.e., same or different categories). Using the
CNN model trained on the large-scale ImageNet dataset without any labels,
we obtain competitive performance with the state-of-the-art unsupervised
learning approaches on the PASCAL VOC 2007 dataset.

3. We show how the unsupervised constraint mining approach can also be used
in a semi-supervised learning problem. We improve the classification accu-
racy by incorporating the mined constraints, particularly when the number
of available training samples is limited.

2 Related Work

Visual representation learning. Convolutional neural networks have achieved
great success on various recognition tasks [1,2,3]. Typical CNN-based visual rep-
resentation learning approaches rely on full supervision, i.e., images with manu-
ally annotated class labels. Recent research on visual representation learning has
been explored in a weakly supervised [15,16,17,18], semi-supervised [19,20] and
unsupervised [11,12] fashion. Various types of supervisory signals are exploited
to train CNNs as the substitutes for class labels. For example, Agrawal et al. [9]
and Jayaraman et al. [10] train CNNs by exploiting ego-motion information.
Wang et al. [12] track image patches in a video to train the network with a rank-
ing loss. Doersch et al. [11] extract pairs of patches from an image and train the
network to predict their relative positions. Chen et al. [21] and Joulin et al. [22]
utilize the available large-scale web resources for learning CNN representations.
However, ego-motion information [9,10] does not correlate with semantic in-
formation well. Spatial context prediction [11] and tracking [12] consider only
instance-level data as the training samples are taken within the same image
and video. In contrast, we use graph-based analysis to generate category-level



4 D. Li, W.-C. Hung, J.-B. Huang, S. Wang, N. Ahuja, and M.-H. Yang

training samples across different images. These category-level samples contain
positive image pairs that are semantically similar but may have large intra-class
appearance variations. Such information is crucial for learning visual represen-
tations for factoring out nuisance appearance variations.

Unsupervised object/patch mining. Another line of related work is unsu-
pervised object/patch mining. Existing methods use various forms of clustering
or matching algorithms for object discovery [23], ROI detection [24] and patch
mining [25,26]. Examples include spectral clustering [27], discriminative cluster-
ing [25,26], and alternating optimization algorithms [24,23]. However, clustering
methods are typically sensitive to the pre-defined number of clusters. In contrast,
our unsupervised constraint mining method aims at finding semantically simi-
lar and dissimilar image pairs instead of multiple image clusters. Compared to
iterative optimization methods, our mining algorithm is more efficient and can
be easily applied to large-scale datasets. In addition, we rely on CNNs to learn
effective visual representations while most unsupervised object/patch mining
methods use only hand-crafted features.

Cycle consistency. Cycle consistency in a graph has been applied to various
computer vision and graphics problems, including co-segmentation [28,29], struc-
ture from motion [30,31] and image matching [32,33]. These approaches exploit
cycles as constraints and solve constrained optimization problems for establish-
ing correspondences among pixels/keypoints/patches across different images. In
this work, we observe that cycle consistency can be used for finding semantically
similar images. With detecting cycles in the k-NN graph, we can mine positive
image pairs with large appearance variations from an unlabeled image collection.
Our work is also related to symmetric nearest neighbor matching [34,35]. For ex-
ample, Dekel et al. [35] match pairs of points where each point is the nearest
neighbor of the other. This is a particular case (i.e., 2-cycle) of cycle consistency
in our setup.

3 Overview

Our goal is to learn rich visual representations in an unsupervised manner. We
propose an unsupervised constraint mining algorithm to generate category-level
image pairs from an unlabeled image collection (Section 4). For positive pair
mining, we detect cycles in the k-NN graph and take all the matching pairs in
the cycles as positive samples. Compared to the direct image matching, image
pairs mined by cycle consistency are likely to belong to the same visual category
but with large appearance variations. For negative pair mining, we take image
pairs with large geodesic distance in the graph as negative samples. Such mined
negative pairs are likely to belong to different categories but may have a small
Euclidean distance in the original feature space. We validate the effectiveness of
the proposed unsupervised constraint mining algorithm in two settings: unsuper-
vised feature learning (Section 5.1) and semi-supervised learning (Section 5.2).
Fig. 2 shows the overview of the two settings.



Representation Learning by Graph-based Consistent Constraints 5

/ Task with fuII labels

Unsupervised Unsupervised Supervised
Constraint Pre-training Adaptation
Mining i

(a) Unsupervised feature learning

Pre-trained Model \W ‘

l Image Recognition
Unsupervised Unsupervised Supervised 2 2t
Constraint o P " ¥

o Adaptation Adaptation
Mining

(b) Semi-supervised learning

Large-scale unlabeled
image collection

Image Recognition

Fig. 2. Overview of the two settings for visual representation learning. For unsuper-
vised feature learning, our goal is learning visual representations from a large-scale
unlabeled image collection and employing the learned representations for specific recog-
nition tasks with full labels. For semi-supervised learning, our goal is adapting visual
representations from the supervised pre-trained model to specific recognition tasks with
partial annotations.

4 Unsupervised Constraint Mining

In this section, we introduce the unsupervised constraint mining algorithm. We
start with computing the Euclidean distance between each image pair in the
original feature space. We then construct a k-NN graph G = (V, E'). Each node
v eV ={L,I,,...,Iy} denotes an image. Each directed edge e;; denotes a
matching pair “I; — I;” if I; belongs to the k-nearest neighbors of I;. The edge
weight w;; is defined by the Euclidean distance between the matching pair.

4.1 Positive constraint mining

We define that I; is an n-order k-nearest neighbor of the image I; if there exists a
directed path of length n from image I; to image I;. The set of n-order k-nearest
neighbors for image I; is denoted as N (n )( I;). For example, if I belongs to the
5-nearest neighbors of I, and I, belongs to the 5-nearest neighbors of I, we have

I. € N, (2)( I,). Naturally, if I; belongs to its own n-order k-nearest neighbors,
we then obtain a directed cycle.

LeN™M@L), n=2,34,.... (1)
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Fig. 3. Illustration of the graph-based unsupervised constraint mining algorithm. (a)
For positive mining, we propose to use cycle consistency to mine image pairs from the
same class but with large appearance variations. (b) For negative mining, we propose
to use geodesic distance to mine image pairs from the different classes but with a
relatively small Euclidean distance in the original feature space.

For each node in the k-NN graph, we search its n-order k-nearest neighbors
and detect cycles according to (1). An n-cycle constraint can generate n(n —
1)/2 different pairs of images. We take these pairs as positive samples for the
subsequent CNN training. Fig. 3(a) illustrates the process for positive constraint
mining.

Cycle consistency offers two advantages for generating positive image pairs.
(1) Tt helps mine indirect matching pairs from the same category yet with large
appearance variations. For example, a 4-cycle constraint “I, — I, — I, — I; —
I,” will generate two indirect pairs as (I, I.) and (I, I4). Although the image
I, and I, may have dramatically different appearances, the third image I, (or
1) provides indirect evidence supporting their match. (2) It filters the large
candidate set of k-NN matching pairs and selects the most representative ones
(e.g., the adjacent pair (I,, ;) in the 4-cycle constraint).

4.2 Negative constraint mining

Geodesic distance is widely used in manifold learning and has recently been
applied to foreground/background segmentation as a low-level metric [36,37,38].
In our method, we use geodesic distance to mine hard negative image pairs
in a k-NN graph. Specifically, we first use the Floyd-Warshall algorithm [39] for
finding shortest paths between each node in the graph. The geodesic distance g;;
is the accumulated edge weights along the shortest path from I; to I;. We then
perform random selection among those image pairs with large geodesic distance
as negative samples. Fig. 3(b) illustrates the process for negative constraint
mining.

Geodesic distance brings two advantages for generating negative image pairs.
(1) Image pairs with large Euclidean distance are often easy samples, which do
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Fig. 4. The proposed Siamese network for binary classification. C1-FC7 layers follow
the AlexNet architecture and share weights. FC8-9 layers have 64 and 2 neurons, re-
spectively. A binary softmax classifier is used to predict whether the two images belong
to the same category.

not contain much information for learning a good CNN representation. This is
because the original Euclidean distance only expresses the appearance similarity
between two images. In contrast, image pairs with large geodesic distance are
likely to belong to different categories but may have small Euclidean distances
in the original feature space. (2) Within a typical multi-class image dataset (e.g.,
the 1,000 classes in the ImageNet classification task), an overwhelming majority
of random image pairs are negative samples. It is thus more efficient to select hard
negative pairs based on geodesic distance for learning effective representations
than collecting large amounts of easy samples.

5 Visual Representation Learning

To learn visual representations by the mined positive and negative pairs, we
design a two-branch Siamese network for binary pair classification. Fig. 4 shows
the Siamese network architecture. In our experiments, we take two images with
size 227 x 227 as input. The layers of C1-FC7 follow the AlexNet architecture
and share weights. We concatenate the two FC7 outputs and stack two fully
connected layers of FC8-9 with 64 and 2 neurons, respectively. A softmax loss
function is used to train the entire network for predicting whether the two images
belong to the same category.

5.1 Unsupervised feature learning

In the setting of unsupervised feature learning (Fig. 2(a)), the goal is learning
visual representations from a large-scale unlabeled image collection and employ-
ing the learned representations for specific recognition tasks with full labels. To
this end, we first use the proposed unsupervised constraint mining algorithm
to discover positive and negative pairs from the ImageNet 2012 dataset [40]
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without any labels. We use Fisher Vectors based on dense SIFT [41] as feature
descriptors.! Instead of directly applying our algorithm to the entire large-scale
dataset with 1.2 million nodes, we randomly divide the training set into multiple
subsets. Image pairs are mined in each subset and assembled eventually. In the
unsupervised pre-training stage, we use the mined pairs to train the Siamese
network (Fig. 4) for binary pair classification. Mini-batch Stochastic Gradient
Descent (SGD) is used to train the network with random initialization. Sec-
tion 6.1 describes more training details. In the supervised adaptation stage, we
use the ground-truth data to fine-tune the network with a softmax loss for image
classification.

5.2 Semi-supervised learning

In the setting of semi-supervised learning (Fig. 2(b)), the goal is adapting visual
representations from the supervised pre-trained model to specific recognition
tasks with partial annotations. We first use the proposed unsupervised con-
straint mining algorithm to mine positive and negative image pairs on the entire
dataset. In the unsupervised adaptation stage, we use the mined pairs to train
the Siamese network (Fig. 4), which is initialized using the pre-trained parame-
ters on ImageNet with class labels. In the supervised adaptation stage, we use
the partial ground-truth data to fine-tune the base network with the softmax
loss for image classification.

6 Experiments

6.1 Implementation details

We use Caffe [42] to train our network with a Tesla K40 GPU. In all experiments,
SGD is used for optimization with the batch size of 50. Each batch contains 25
positive pairs and 25 negative pairs.

For unsupervised feature learning, we randomly divide the entire ImageNet
training set into 128 subsets where each subset contains ~10k images. In total,
our method mines ~1 million positive pairs and ~13 million negative pairs. We
train the network from random initialization with 400k iterations. The learning
rate is initially set to 0.01 and follows a polynomial decay with the power pa-
rameter of 0.5. It takes six hours to mine the pairs and five days to train the
network.

For semi-supervised learning, we use the unsupervised mined pairs to train
the Siamese network with the fixed learning rate of 0.001 for 50k iterations. In
the supervised adaption stage, all available image labels are used to fine-tune
the base network with the fixed learning rate of 0.001 for 5k iterations.

The source code, as well as the pre-trained models, is available at the project
webpage.

! For efficiency, PCA is used to project the high-dimensional FV descriptors to 512
dimensions.
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6.2 Datasets and evaluation metrics

We evaluate the image classification performance of the unsupervised learned
representations on the PASCAL VOC 2007 dateset [43]. The challenging PAS-
CAL VOC dataset contains 20 objects categories with large intra-class variations
in complex scenes. We use three datasets to evaluate the recognition performance
of semi-supervised learning: (1) CIFAR-10 for object recognition [44], (2) CUB-
200-2011 for fine-grained recognition [45] and (3) MIT indoor-67 for scene recog-
nition [46]. We use average precision (AP) as the metric for image classification
on VOC 2007 and top-1 classification accuracy for the other three datasets.

6.3 Controlled experiments

Evaluation on positive mining. We compare the proposed positive mining
method with random sampling and direct matching for image classification on
CIFAR-10. For fair comparisons, we randomly sample the same set of 500k true
negative pairs for the three positive mining methods.?

— Random sampling: Randomly sampling 10k pairs.

— Direct matching: The top 10k pairs with the smallest Euclidean distance.

— Cycle consistency: The 10k pairs mined by n-cycle constraints with k=4.

We use the positive pairs mined by different methods (along with the same

negative pairs) to train the Siamese network. We initialize the base network us-
ing the pre-trained parameters on ImageNet with class labels. For testing, we
extract 4096-d FC7 features and train linear SVMs for classification. Table 1
shows the mining and classification results with different positive mining meth-
ods. In terms of true positive rate, cycle consistency significantly outperforms
random sampling and direct matching. The results demonstrate that our method
can handle large intra-class variations and discover accurate pairs from the same
category. Regarding the classification accuracy, using 4-cycle constraints achieves
significant improvement over direct similarity matching by around 3 points. The
experimental results demonstrate that cycle consistency helps learn better CNN
feature representations. We also observe that the recognition performance is in-
sensitive to the cycle length, which shows the stability and robustness of the
proposed method. Notably, although 2-cycle and 3-cycle constraints do not gen-
erate indirect matching pairs, they are crucial for selecting representative positive
pairs for feature learning. Without cycle consistency, acyclic transitive matching
easily generates false positive pairs, particularly when the cycle length n is large.
We believe that cycle consistency provides an effective criterion to discover good
positive pairs for learning effective representations.

Parameter analysis. Fig. 5 shows the statistics of mined cycles with different
k (the number of nearest neighbors) and n (the length of cycle). The amount of
mined cycles increases as k increases because larger k results in more linked nodes

2 True positives (TP) and true negatives (TN) are denoted as those pairs belonging
to the same and different visual categories, respectively.
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Fig. 5. The statistics of the mined cycle constraints on the CIFAR-10 train set. Left:
Total amount of mined cycles. Right: True positive rate among all the mined pairs.

Table 1. Comparisons of different positive mining methods on CIFAR-10.

Random sampling | Direct matching | 2-cycle | 3-cycle | 4-cycle | 5-cycle
TP rate 10.0 59.0 73.8 82.9 83.0 81.7
Accuracy 73.7 78.0 79.9 80.5 80.9 80.2

Table 2. Comparisons of different negative mining methods on CIFAR-10.

Random sampling | Original distance | Geodesic distance
TN rate 90.0 95.5 91.0
Accuracy 83.8 68.3 85.2

in the graph. On the other hand, as k increases, the true positives rate drops
due to the noise introduced by nearest neighbor matching. However, using 4-
cycle constraints, we obtain a much higher true positive rate with a 40% relative
improvement over direct matching (see Table 1). The results show that cycles
do help get rid of the noise in the matching process.

Effect of different features. We evaluate different features for constructing
the graph and obtain similar classification performance on CIFAR-10 (LBP:
76.7%, HOG: 80.7%, and SIFT+FV: 80.9%). The results show that cycle con-
sistency works well on different hand-crafted features. We also use the initial
ImageNet-pretrained CNN features to construct the graph. It achieves 81.6%
accuracy on CIFAR-10, slightly higher than that of using SIFT+FV (80.9%).

Evaluation on negative mining. We conduct controlled experiments to ex-
amine the effectiveness of the proposed negative mining method on CIFAR-10.
The same 500k true positive pairs are randomly sampled for the following three
methods.

— Random sampling: Randomly sampling 500k pairs.

— Original distance: The top 500k pairs with the largest Euclidean distance.

— Geodesic distance: The 500k pairs mined with geodesic distance.
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Fig. 6. Examples of positive and negative image pairs mined from the ImageNet 2012
dataset using our unsupervised constraint mining method.

We use the negative pairs mined by different methods (along with the same
positive pairs) to train the Siamese network. Table 2 shows the mining and clas-
sification results with the three negative mining methods on CIFAR-10. The
graph-based geodesic distance achieves classification accuracy of 85.2%, signifi-
cantly outperforming the method by the original Euclidean distance by 17 points.
Although more accurate pairs are mined by the original distance, they are often
easy negative samples and do not provide much information for learning effective
representations. Negative mining by random sampling performs well because an
overwhelming majority of image pairs are negative in a typical image dataset,
e.g., 90% on CIFAR-10. In general, the experimental results demonstrate that
the proposed graph-based geodesic distance can generate hard negative samples
to learn better representations for visual recognition.

6.4 Unsupervised learning results

Qualitative evaluation. We first show qualitative results obtained by our un-
supervised feature learning method. Fig. 6 shows some examples of image pairs
mined from the ImageNet 2012 dataset using the proposed unsupervised con-
straint mining method. Cycle consistency can mine positive pairs with large ap-
pearance variations (e.g., different viewpoints and shape deformations). Geodesic
distance can mine hard negative pairs which share appearance similarities to an
extent (e.g., bird and aeroplane, monkey and human). Fig. 7 shows examples of
nearest neighbor search results using different feature representations. Our unsu-
pervised method obtains similar retrieval results with the supervised pre-trained
AlexNet for different types of visual categories.

Quantitative evaluation. We compare the proposed unsupervised feature
learning method with several state-of-the-art approaches for image classifica-
tion on VOC 2007 in Table 3. All the results are obtained by fine-tuning using
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Fig. 7. Examples of nearest neighbor search results. The query images are shown on
the far left. For each query, the three rows show the top 8 nearest neighbors obtained by
AlexNet with random parameters, AlexNet trained with full supervision, and AlexNet
trained using our unsupervised method, respectively. FC7 features are used to compute
Euclidean distance for all the three methods.
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Table 3. Comparisons of classification performance on the VOC 2007 test set.

Methods Supervision Classification
Agrawal et al. [9] Ego-motion 52.9
Doersch et al. [11] Context 55.3

Wang et al. [12] Tracking triplet 58.4
Ours Matching pair 56.5
| Krizhevsky et al. [1] | Class labels [ 69.5 |

the VOC 2007 training data.® We achieve competitive performance with the
state-of-the-art unsupervised approaches. Compared to Agrawal et al. [9], we
show a significant performance gain by 3.6 points. Ego-motion information does
not correlate well with semantic similarity, and hence the trained model does not
perform well for visual recognition. Our method outperforms Doersch et al. [11]
which use context prediction as supervision. They consider only instance-level
training samples within the same image while we mine category-level samples
across different images. Wang et al. [12] achieve better performance by leverag-
ing visual tracking of video data. However, our method aims at mining matching
pairs from an unlabeled image collection. For fair comparisons, we use random
initialization as in existing unsupervised feature learning work and do not include
other initialization strategies.

We compare the classification performance using SIFT+FV and our learned
features. Our learned features significantly outperform SIFT+FV by 10.5 points
(56.5% vs. 46.0%). The results show that we do not train the network to replicate
hand-crafted features. While we use hand-crafted features to construct the graph,
the proposed graph-based analysis can discover underlying semantic similarity
among unlabeled images for learning effective representations.

Effect of network architectures. We also evaluate the performance using
GoogLeNet as the base network. We achieve 56.6% mAP on VOC 2007, which
is similar with that of using AlexNet (56.5%).4

6.5 Semi-supervised learning results

We also evaluate the proposed unsupervised constraint mining algorithm in the
semi-supervised setting. For the three datasets used, we randomly select several
images per class on the training set as the partial annotated data. Fig. 8(a) shows
that we achieve significant performance gains compared with directly fine-tuning
on CIFAR-10. In the extreme case that only one image label per class is known,
our method largely improves the mean accuracy by 7.5 points (34.1% vs. 26.6%).
Using 4,000 labels of CIFAR-10, our method outperforms Rasmus et al. [48] from
79.6% to 84.3%. The experimental results demonstrate that our unsupervised

% The baseline numbers of [9,11,12] are from [47].
4 The GoogLeNet-based Siamese network is trained with a batch size of 32 and 960k
iterations.
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Fig. 8. Mean classification accuracy in the semi-supervised leaning tasks on three
datasets: (a) CIFAR-10, (b) CUB-200-2011, and (¢) MIT indoor-67. The upper bound
represents the mean classification accuracy when images in the training set are fully
annotated.

constraint mining method provides new useful constraints beyond annotations
and helps better transfer the pre-trained network for visual recognition.

Fig. 8(b) and (c) show another two semi-supervised learning results on CUB-
200-2011 and MIT indoor-67, respectively. The results show boosted classifica-
tion performance for both fine-grained objects and scene categories. We obtain
the true positive rate of 55.8% by 4-cycle constraints on CUB-200-2011 (only
0.5% by random sampling) and 65.8% on MIT indoor-67 (only 1.5% by ran-
dom sampling). The results demonstrate that our method can generate accurate
image pairs despite small inter-class differences among visual categories.

7 Conclusions

In this paper, we propose to leverage graph-based analysis to mine constraints
from an unlabeled image collection for visual representation learning. We use a
cycle consistency criterion to mine positive image pairs and geodesic distance
to mine hard negative samples. The proposed unsupervised constraint mining
method is applied to both unsupervised feature learning and semi-supervised
learning. In the unsupervised setting, we mine a collection of image pairs from
the large-scale ImageNet dataset without any labels for learning CNN represen-
tations. The learned features achieve competitive recognition results on VOC
2007 compared with existing unsupervised approaches. In the semi-supervised
setting, we show boosted performance on three image classification datasets.
In summary, our method provides new insights into data mining, unsupervised
feature learning, and semi-supervised learning, and has broad applications for
large-scale recognition tasks.
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