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In the supplementary material, we first present the re-
sults of all 11 video attributes on the OTB-2015 dataset,
then provide a comparison of temporal CF variation against
frames between SRDCF and our STRCF on more video se-
quences. Finally, we show some visualization results of d-
ifferent trackers on several video sequences.

1. Evaluation Based on Video attributes
For fair comparisons, we compare our STRCF with 11

state-of-the-art trackers with hand-crafted features, i.e. S-
RDCF [6], BACF [8], ECO-HC [3], SRDCFDecon [4], Sta-
ple [1], Staple+CA[10], SAMF+AT [2], DSST [5], SAMF
[9], MEEM [11] and KCF [7]. Fig. 1 shows that our STR-
CF performs favorably against the other trackers including
SRDCF on all attributes and ranks the second place among
all competing trackers on mean success overlap plots.

2. Analysis on Temporal CF Variations be-
tween SRDCF and STRCF

To highlight the differences of SRDCF and STRCF on
model learning, here we visualize the temporal CF variation
(i.e. ∥ft−ft−1∥2

z , where z is the normalization factor) against
frames on more video sequences. From Fig. 2, we can draw
the following conclusions: (i) Benefited from online PA al-
gorithm, the temporal CF variation of STRCF is much s-
maller than SRDCF in the first few frames. This is helpful
when the target suffers from significant appearance varia-
tions in the beginning, such as the deformation changes in
Fig. 2a and 2b. In these two cases, our STRCF can success-
fully follow the target while SRDCF fails to track it. (ii)
STRCF can provide a more robust CF model (i.e. smaller
temporal CF variations) than SRDCF by passively updat-
ing the CFs in most frames. (iii) Compared to SRDCF, our
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STRCF is insensitive to various slow appearance variations
(i.e. the out-of-plane rotation in Fig. 2c and 2d, and the clut-
tered background in Fig. 2e). Besides, it can also adapt to
the sudden appearance variations (i.e. target re-appearance
in Fig. 2f) by aggressively updating the CFs.

In this work, we show that with the introduction of the
temporal regularization, STRCF can provide a more robust
appearance model than SRDCF, thus leading to better per-
formance.

3. Qualitative Evaluation
We also perform qualitative evaluation of different track-

ers on several video sequences. For clearer visualization,
we show the results of STRCF and 4 state-of-the-art track-
ers based on hand-crafted features, including ECO-HC [3],
BACF [8], SRDCF [6] and SRDCFDecon [4]. The tracking
results on on 6 video sequences are shown in Fig. 3.
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Success plots of OPE − scale variation (63)
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Success plots of OPE − occlusion (47)
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Success plots of OPE − in−plane rotation (50)
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Success plots of OPE − out−of−plane rotation (61)
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Success plots of OPE − out of view (13)
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Success plots of OPE − motion blur (29)
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Success plots of OPE − low resolution (8)
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Success plots of OPE − illumination variation (38)

 

 

ECO−HC [0.670]
STRCF(HOG) [0.652]
STRCF(HOGCN) [0.649]
SRDCFDecon [0.646]
BACF [0.624]
Staple+CA [0.618]
SRDCF [0.609]
Staple [0.595]
DSST [0.559]
SAMF+AT [0.537]
SAMF [0.533]
MEEM [0.517]
KCF [0.474]

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Overlap threshold

S
uc

ce
ss

 r
at

e

Success plots of OPE − fast motion (38)
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Success plots of OPE − deformation (42)
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Success plots of OPE − background clutter (30)
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Success plots On OTB−2015
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Figure 1: Overlap success plots of the competing trackers under all attributes on the OTB-2015 dataset.
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Figure 2: Comparison of the temporal CF variation against frames between SRDCF and our STRCF on 6 video sequences
(i.e. Bolt, Bolt2, Panda, Football1, DragonBaby and Jogging).



Figure 3: Qualitative evaluation on 6 video sequences (i.e. CarScale, Dog, Girl2, Human3, Panda and Trans). We show the
results of STRCF, ECO-HC, BACF, SRDCF and SRDCFDecon with different colors, respectively.


