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Overview

In this supplemental material, we provide additional analysis on the robustness of the classifier to different blur degree, and discuss the robustness of the proposed deblurring method to noise. Then, we quantitatively evaluate our algorithm on the publicly available benchmark datasets [4, 12, 6] against state-of-the-art methods. Finally, we show more visual comparisons with state-of-the-art methods.

1. Main steps for optimizing (4) in the manuscript

We summarize the main steps for optimizing (4) in the manuscript in Algorithm 1.

\begin{algorithm}
\caption{Blur Kernel Estimation}
\textbf{Input:} Blurred Image $B$
\textbf{Output:} Intermediate latent image $I$ and blur kernel $k$.
1: initialize $k$ with results from the coarser level
2: \textbf{while} $i < \text{iter}_{\text{max}}$ \textbf{do}
3: \hspace{1em} solve for $I$ by (7) in the manuscript.
4: \hspace{1em} solve for $k$ by (13) in the manuscript.
5: \hspace{1em} $i \leftarrow i + 1$
6: \textbf{end while}
\end{algorithm}

2. Further Analysis on the Proposed Algorithm

In this section, we analyze the robustness of the classifier to different blur degree, and discuss the robustness to noise of the proposed deblurring method.

2.1. Robustness to blur degree

As the discriminative prior is a binary classifier which is used to classify the blurred images and clear images, a natural question is that whether the discriminative prior is robust to blur degree (i.e., blur kernel size) or not. Here we further analyze the robustness of the proposed prior with different size of blur kernels. We synthesize 240 blur kernels with the size ranging from $5 \times 5$ to $51 \times 51$ (we generate 10 kernels for each size). Then we evaluate the accuracy of the binary classifier on an image with the size of $800 \times 800$. Figure 1 shows that the proposed discriminative prior is robust to the blur degree with a wide range of the blur kernel size.
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2.2. Robustness to noise

We analyze the influence of the Gaussian noise and salt and pepper noise on the proposed deblurring algorithm.

**Gaussian noise:** Figure 2 compares the deblurred results with state-of-the-art methods [10, 16] on an example which contains Gaussian noise. As the dark channel [10] and extreme channels priors [16] are based on pixel intensity, their performance is degraded by the noise in input images. In contrast, we use blurred images with 1% Gaussian noise when training our discriminative prior. The proposed method is more robust to Gaussian noise. However, when the noise level is larger, our image prior becomes less effective as shown in Figure 3. A straightforward solution to handle such noisy input images is to first apply a Gaussian filter to the blurred images before using our method for estimating the blur kernel. We show in Figure 3(c) that such approach can handle noisy blurred images to a certain extent.

To quantitatively evaluate the robustness of the proposed algorithm to Gaussian noise, we add the Gaussian noise with different noise levels from 1% to 5% on five blurred images. For fair comparisons, we use the same non-blind deconvolution method [17] to generate the final deblurred results. Figure 4(a) shows that the proposed method performs favorably against the state-of-the-art methods [10, 16] on different noise levels.

**Salt and pepper noise:** The proposed method is less robust to salt and pepper noise as the classification network cannot differentiate the blurred image with salt and pepper noise ($f(B) \simeq 0$). To further examine the sensitivity of our method, we test 5 blurred images with salt and pepper noise with the noise density ranging from 1% to 5%. Figure 4(b) shows that both the state-of-the-art methods [10, 16] and the proposed method do not perform well when the blurred images contain salt and pepper noise.
Figure 2. A blurred image with Gaussian noise. The image priors based on intensity information [10, 16] is less robust to images with Gaussian noise. In contrast, the deblurred results from the proposed algorithm have fewer artifacts as shown in the zoom-in areas.

Figure 3. An example with severe Gaussian noise. Our algorithm does not work well as the learned image prior cannot differentiate blurred and clear image under such cases. We first apply a Gaussian filter and then adopt our method for deblurring to handle inputs with severe Gaussian noise.
Figure 4. Evaluations on the blurred images with noise. Our method performs favorably against state-of-the-art methods [10, 16] on handling Gaussian noise. However, both state-of-the-art approaches [10, 16] and our method are less effective when images contain salt and pepper noise.

3. Quantitative Evaluations on Available Deblurring Datasets

To verify the effectiveness of our method, we further evaluate it on deblurring benchmarks [4, 12, 6]. Figure 5 shows the comparisons with state-of-the-art methods on the datasets [4, 12]. Figure 6 (a) shows that our method generates competitive results with state-of-the-art methods. In particular, it achieves 100% success rate at error ratio 2. These three examples whose error ratios are higher than 1.5 are shown in Figure 6(c).

Figure 5. Quantitative evaluations on the benchmark datasets [4, 12]. The dataset by Köhler et al. [4] contains 48 blurred images, including 4 clear images and 12 challenging blur kernels. Our method generates results having the highest average PSNR among other state-of-the-art methods. The dataset by Sun et al. [12] contains 640 blurred images including 80 clear images and 8 blur kernels from [6]. Our method performs favorably against state-of-the-art methods.
Figure 6. Quantitative evaluations on the dataset by Levin et al. [6]. Our algorithm performs favorably against state-of-the-art methods. It achieves 90.60% at the error ratio 1.5 and 100% success rate at error ratio 2.
4. Additional Qualitative Comparisons

In this section, we provide more qualitative comparisons with state-of-the-art deblurring methods.

Figure 7. Comparisons with state-of-the-art deblurring methods on one blurred image reported from Yan et al. [16]. Our method generates better deblurring results.
Figure 8. Comparisons with state-of-the-art deblurring methods on one blurred image using their provided codes. Our method generates better deblurring results.
Figure 9. A challenging example from dataset by Köhler et al. [4] and comparisons with state-of-the-art deblurring methods. Our method generates clearer images with less blur effect.
Figure 10. Comparisons with state-of-the-art deblurring methods using their provided examples and reported results. Our method generates visually comparable or even better deblurring results.
Figure 11. Comparisons with state-of-the-art methods on text blurred images. Our method generates better results than natural deblurring method [15, 10, 16] and performs favorably against the specially designed text deblurring method [9].
Figure 12. Comparisons with state-of-the-art methods on face blurred images. Our method generates comparable or even better deblurring results than state-of-the-art methods \cite{8, 10}. 
Figure 13. Comparisons with state-of-the-art methods on blurred images in low-illumination conditions. Our method generates comparable or even better results than method by Hu et al. [3].
Figure 14. Deblurred results on a non-uniform blurred image. Our method provides comparable results with state-of-the-art methods.
References