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In this supplementary document, we provide additional experimental results, including
1) sensitivity analysis of the hyperparameter in the objective function, 2) training/inference
time performance, and 3) more quantitative and qualitative results of our method for referring
expression object localization and segmentation.

1 Hyperparameter Analysis

In the objective function (7) of the main paper, the hyperparameter α controls the importance
of the caption-aware consistency loss, which links referring expression comprehension and
generation. Table 1 reports the localization performance of our method by setting α to 0.01,
0.1, and 1, respectively. It can be observed that our method is robust to the value of α . Based
on the results in Table 1, we set α to 0.1 in all our experiments.

Table 1: Localization results with different weights of the caption-aware consistency loss.

α 0.01 0.1 1

RefCOCO
val 77.04 77.08 76.74

testA 79.90 80.34 80.10
testB 70.28 70.62 70.48

RefCOCOg
val* 62.02 62.34 62.11
val 65.56 65.83 65.87
test 65.27 65.44 65.32
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2 Training Time and Runtime Analysis

Our method is implemented using PyTorch on a machine with an Intel Xeon 2.5 GHz pro-
cessor and an NVIDIA GTX 1080 Ti GPU with 11 GB memory. The proposed framework
is composed of two networks, i.e., the comprehension and generation networks. We report
the training time in individual networks and the joint framework with a batch size as 1 in Ta-
ble 2. During inference, the proposed method takes 0.171 seconds to process one image in a
single forward pass, while the state-of-the-art method MAttNet [12] requires multiple steps
and takes 0.671 seconds for an image, which is almost 4 times of ours, shown in Table 3.

Table 2: Training time per iteration of the proposed method.

Network Time (s)

Comprehension network 0.334
Generation network 0.244

Joint framework 0.402

Table 3: Runtime performance.

Method Time (s)

MAttNet [12] 0.671
Ours 0.171

3 Localization and Segmentation Results

We provide results on the RefCOCO+ [10] dataset in Table 4, with results on the other two
datasets originally reported in the main paper. We notice that the relative improvement made

Table 4: Localization results of our method and the competing methods on three datasets.
We summarize the major information used in each method, including context (C), attribute
prediction (Attr), attention module (Attn), location (L), relations between objects (R), and
joint training with referring expression generation (J).

RefCOCO RefCOCO+ RefCOCOg

Model Info. val testA testB val testA testB val* val test

Nagaraja et al. [8] C 57.30 58.60 56.40 - - - - - 49.50
Luo et al. [6] J - 67.94 55.18 - 57.05 43.33 49.07 - -
Liu et al. [5] Attr, J - 72.08 57.29 - 57.97 46.20 52.35 - -
Yu et al. [11] J - 73.78 63.83 - 60.48 49.36 59.84 - -
MAttNet [12] Attr, Attn, L, R 76.65 81.14 69.99 65.33 71.62 56.02 - 66.58 67.27

VC [13] C - 73.33 67.44 - 58.40 53.18 62.30 - -

baseline - 72.65 76.65 65.75 59.22 66.26 47.68 54.18 58.09 58.32
+ spatial coords [2] L 75.89 78.57 68.54 61.12 68.54 49.01 61.37 64.10 64.21

+ spatial filters L 76.98 79.30 69.75 61.74 69.46 50.91 61.65 65.18 65.28
+ caption consistency J 76.05 78.84 69.36 61.29 68.46 49.85 60.69 64.71 63.79

full model L, J 77.08 80.34 70.62 62.15 69.26 51.32 62.34 65.83 65.44
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Table 5: Localization results of our method and the competing methods on three datasets.
All the methods use the VGG network as the feature extractor. We summarize the major
information used in each method, including context (C), attribute prediction (Attr), location
(L), and joint training with referring expression generation (J).

RefCOCO RefCOCO+ RefCOCOg

Model Network Info. val testA testB val testA testB val* val test

Nagaraja et al. [8] VGG-16 C 57.30 58.60 56.40 - - - - - 49.50
Luo et al. [6] VGG-16 J - 67.94 55.18 - 57.05 43.33 49.07 - -
Liu et al. [5] VGG-19 Attr - 72.08 57.29 - 57.97 46.20 52.35 - -
Yu et al. [11] VGG-16 J - 73.78 63.83 - 60.48 49.36 59.84 - -

VC [13] VGG-16 C - 73.33 67.44 - 58.40 53.18 62.30 - -
Ours (spatial filters) VGG-16 L 72.01 75.27 68.30 55.04 61.41 44.87 55.41 58.23 58.52

Table 6: Segmentation performance on RefCOCO.
Split Model Backbone Pr@0.5 Pr@0.6 Pr@0.7 Pr@0.8 Pr@0.9 IoU

val

D+RMI+DCRF [4] Deeplab101 42.99 33.24 22.75 12.11 2.23 45.18
MAttNet [12] Res101 75.16 72.55 67.83 54.79 16.81 56.51

RRN+LSTM [3] Deeplab101 60.19 50.19 38.32 23.87 5.66 54.26
RRN+LSTM+DCRF [3] Deeplab101 61.66 52.50 42.40 28.13 8.51 55.33

DMN [7] DPN92 - - - - - 49.78
Ours Res101 75.97 72.96 67.98 54.48 17.47 58.90

testA

D+RMI+DCRF [4] Deeplab101 42.99 33.59 23.69 12.94 2.44 45.69
MAttNet [12] Res101 79.55 77.60 72.53 59.01 13.79 62.37

RRN+LSTM+DCRF [3] Deeplab101 64.13 54.66 44.37 29.15 8.08 57.26
DMN [7] DPN92 65.83 57.82 46.80 27.64 5.12 54.83

Ours Res101 78.96 76.37 71.95 57.66 13.63 61.77

testB

D+RMI+DCRF [4] Deeplab101 44.99 32.21 22.69 11.84 2.65 45.57
MAttNet [12] Res101 68.87 65.06 60.02 48.91 21.37 51.70

RRN+LSTM+DCRF [3] Deeplab101 59.35 50.32 39.82 27.30 10.05 53.95
DMN [7] DPN92 - - - - - 45.13

Ours Res101 68.95 65.63 60.65 49.72 20.18 53.81

by our method on RefCOCO+ is smaller than the ones on other two datasets. The main rea-
son is that the location information of referring expressions is forbidden on this dataset, in
which our spatial-aware dynamic filters may not be fully utilized to propagate useful knowl-
edge from the language encoder. In addition, we report the performance of the proposed
method using the Faster R-CNN framework with the VGG-16 network, and compare with
other VGG-based models in Table 5. The results show that our VGG-based model with only
the location information via spatial-aware dynamic filters performs favorably against other
methods.

In Table 6, 7, and 8, we evaluate the segmentation quality by computing the IoU between
predicted segments and ground truths. We consider the prediction with the IoU over 0.5 as
correct ones. By setting five different thresholds from 0.5 to 0.9, we generate five results,
which are represented as Pr@0.5, Pr@0.6, Pr@0.7, Pr@0.8, Pr@0.9, respectively. Overall,
our method consistently and significantly outperforms other segmentation-based approaches
that use a similar backbone network (i.e., Deeplab [1] with ResNet-101) as ours. Similar to
the localization results, MAttNet [12] that fuses multiple cues performs competitively with
our model. In addition, we find that our model can still maintain a higher precision when the
IoU criteria become more strict, e.g., larger than 0.7. The reason is that our method is built
upon a proposal-based network, which first tackles a simpler task of object localization and
then performs segmentation.

We provide more results generated by our method and its two variants on the RefCOCO,
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Table 7: Segmentation performance on RefCOCO+.
Split Model Backbone Pr@0.5 Pr@0.6 Pr@0.7 Pr@0.8 Pr@0.9 IoU

val

D+RMI+DCRF [4] Deeplab101 20.52 14.02 8.46 3.77 0.62 29.86
MAttNet [12] Res101 64.11 61.87 58.06 47.42 14.16 46.67

RRN+LSTM+DCRF [3] Deeplab101 37.32 28.96 20.31 11.33 2.66 39.75
DMN [7] DPN92 - - - - - 38.88

Ours Res101 60.79 58.51 54.84 44.38 13.62 44.56

testA

D+RMI+DCRF [4] Deeplab101 21.22 14.43 8.99 3.91 0.49 30.48
MAttNet [12] Res101 70.12 68.48 63.97 52.13 12.28 52.39

RRN+LSTM+DCRF [3] Deeplab101 40.80 31.66 22.74 12.78 2.78 42.15
DMN [7] DPN92 - - - - - 44.22

Ours Res101 68.23 66.43 62.43 49.95 12.09 50.03

testB

D+RMI+DCRF [4] Deeplab101 20.78 14.56 8.80 4.58 0.80 29.50
MAttNet [12] Res101 54.82 51.73 47.27 38.58 17.00 40.08

RRN+LSTM+DCRF [3] Deeplab101 32.42 24.69 17.10 9.92 2.78 36.11
DMN [7] DPN92 - - - - - 32.29

Ours Res101 49.15 46.55 43.14 35.16 14.26 36.01

Table 8: Segmentation performance on RefCOCOg with two different splits.
Split Model Backbone Pr@0.5 Pr@0.6 Pr@0.7 Pr@0.8 Pr@0.9 IoU

val*

RRN+LSTM+DCRF [3] Deeplab101 36.00 29.77 22.78 14.06 3.74 36.45
KWAN [9] Deeplab101 27.85 21.01 13.42 6.60 1.97 36.92
DMN [7] DPN92 - - - - - 36.76

Ours Res101 59.99 57.16 52.48 40.99 12.42 44.32

val MAttNet [12] Res101 64.48 61.52 56.50 43.97 14.67 47.64
Ours Res101 62.38 59.19 53.33 41.42 13.68 46.37

test MAttNet [12] Res101 65.60 62.92 56.50 43.97 14.67 48.61
Ours Res101 62.88 59.48 54.45 41.94 12.49 46.95

RefCOCO+, and RefCOCOg datasets. These results on the three datasets are shown in Fig-
ure 1, 2, and 3, respectively. We observe that the two variants, baseline and spatial-aware
filters, sometimes fail to localize objects or cannot segment the entire object completely.
In contrast, our method (full model) that considers the consistency between the query and
output sentences, is able to localize objects accurately and generate more complete object
segments. More results are presented in Figure 4, 5 and 6.

We also provide the failure cases of our method on the RefCOCO dataset in Figure 7.
Though the proposed method shows its advantages over the state-of-the-art methods, it still
suffers from some unfavorable effects when localizing and segmenting objects in challenging
scenarios, such as objects sharing similar appearance (the first row of Figure 7), objects
and their background having similar color distributions (the left images in the third row of
Figure 7), and mutual occlusions among objects (the second row of Figure 7).
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“the red scooter left of the yellow one”

“right chair”

“sandwich on far right”

“third from right remote”

“left most bed”

“bottle with flowers on label”

“semi trailer on right”

Input Image Ground Truth Baseline Spatial-aware Filters Full Model

Figure 1: Sample results from different variants of the proposed model on the RefCOCO
dataset.
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“lady holding umbrella”

“pink shirt guy”

“man with frisbee”

“duck 2”

“foreground apple”

“person with less face showing”

Input Image Ground Truth Baseline Spatial-aware Filters Full Model

Figure 2: Sample results from different variants of the proposed model on the RefCOCO+
dataset.
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“the woman with blue shorts and a white shirt”

“a black suitcase with text haydock”

“a sandwich beside a caesar salad with a toothpick in it”

“the jar with fruit and yogurt”

“a woman in a white shirt sits next to a little girl”

“a green tractor with black tires is on the road”

Input Image Ground Truth Baseline Spatial-aware Filters Full Model

Figure 3: Sample results from different variants of the proposed model on the RefCOCOg
dataset.
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“mama” “baby zebra” “the food in the back right” “slice”

“top left plate” “cup upper right” “bottom donut
right side of plate” “left donut”

“person way left cut off” “man in back middle
purple shirt”

“glass of water
next to coffee” “cup of coffee”

Figure 4: Sample results of objects referred by different query expressions on the RefCOCO
dataset.

“bowl of rice” “bowl that is cut” “closest silver
with red tail light” “old black car”

“guy with beard” “man in red shirt” “shortest person” “red”

“terry” “red book” “silver car” “dark car”

Figure 5: Sample results of objects referred by different query expressions on the Ref-
COCO+ dataset.
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“man sitting on the couch
and looking on the tv”

“white couch cushions,
bottom right of picture”

“man on the right
wearing number 13”

“the man in the red
with number 10”

“the front banana in
the right hand picture”

“the banana with
a visible sticker”

“a young boy without glasses
holding a teddy bear”

“teddy bear
with white belly”

“the batter in green shirt” “an umpire in a blue shirt” “white cup behind glass” “a glass jar to the left
of a bottle of orange juice”

Figure 6: Sample results of objects referred by different query expressions on the RefCOCOg
dataset.

“bottom of plate green right below red” “left dog”

“far right zebra” “man on right riding horse”

“page lower right corner” “blue toothbrush”

Input Image Ground Truth Ours Input Image Ground Truth Ours

Figure 7: Failure cases of our method on the RefCOCO dataset.


