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Final comments

Fundamental ideas underlying most methods:

• Optimality conditions (KKT, 2nd-order):

– check whether a point is a solution

– suggest algorithms

• Sequence of subproblems that converges to our problem, where each subproblem is easy:

– line search

– trust region

– quadratic penalty, log-barrier, augmented Lagrangian

– interior-point

– SQP

• Simpler function valid near current iterate (e.g. linear, quadratic with Taylor’s th.): allows
to predict the function locally.

• Derivative ≈ finite difference (e.g. secant equation).

• Approximate vs exact solution of the subproblem: want to minimise overall computation.

• Heuristics are useful to invent algorithms, but they must be backed by theory guaranteeing
good performance (e.g. l.s. heuristics are ok as long as Wolfe conditions hold).

• Problem-dependent heuristics:

– Restarts in nonlinear conjugate gradients

– How accurately to solve the subproblem (forcing sequences, tolerances)

– How to choose the centering parameter σ in interior-point methods

– How to decrease the penalty parameter µ in quadratic penalty, log-barrier, augmented
Lagrangian

Given your particular optimisation problem:

• No best method in general; use your understanding of basic methods and fundamental
ideas to choose an appropriate method, or to design your own.

• Simplify the problem if possible.

• Try to guess good initial iterates.

• Recognise the type of optimisation problem: smooth? LP? QP? Convex? Multiple optima?

• Evaluate costs (time & memory):

– computing the Hessian

– solving linear systems (sparse?)
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