
UNIVERSITY OF CALIFORNIA, MERCED

Approaches to Interpret Deep Neural Networks

A dissertation submitted in partial satisfaction of the

requirements for the degree

Doctor of Philosophy

in

Electrical Engineering & Computer Science

by

Suryabhan Singh Hada

Committee in charge:
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Suryabhan Singh Hada and Miguel Á. Carreira-Perpiñán: “Interpretable Image Clas-
sification using Sparse Oblique Decision Trees” in International Conference on Acous-
tics, Speech, and Signal Processing (ICASSP 2022), pp. 2759–2763.
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Miguel Á. Carreira-Perpiñán and Suryabhan Singh Hada: “Counterfactual Explana-
tions for Oblique Decision Trees: Exact, Efficient Algorithms” in 35th AAAI confer-
ence on Artificial Intelligence (AAAI 2021), pp. 6903–6911.

Arman Zharmagambetov, Suryabhan Singh Hada, Magzhan Gabidolla and Miguel
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ABSTRACT OF THE DISSERTATION

Approaches to Interpret Deep Neural Networks

by

Suryabhan Singh Hada

Doctor of Philosophy in Electrical Engineering & Computer Science

University of California Merced, 2022

Professor Miguel Á. Carreira-Perpiñán, Chair

Practical deployment of deep neural networks has become widespread in the last

decade due to their ability to provide simple, intelligent, and automated processing

of the tasks that up to now were hard for other machine learning models. There is an

enormous financial and societal interest in deep neural networks as a viable solution

for many practical problems such as computer vision, language processing, financial

fraud detection, and many more. At the same time, some concerns regarding the

safety and ethical use of these models have arisen as well. One of the main concerns

is interpretability, i.e., explaining how the model makes a decision for an input.

Interpretability is one of the most important problems to address for building trust

and accountability as the adoption of deep neural networks has increased significantly

in sensitive areas like medicine, security, and finance.

This dissertation proposes two novel approaches to interpreting deep neural net-

works. The first approach focuses on understanding what information is retained by

the neurons of a deep net. We propose an approach to characterize the region of

input space that excites a given neuron to a certain level. Inspection of these regions

by a human can reveal regularities that help to understand the neuron.

In the second approach, we provide a systematic way to understand what group

xii



of neurons in a deep net are responsible for a particular class. This allows us to study

the relation between deep net features (neuron’s activation) and output classes; and

how different classes are distributed in the latent space. We also show that out of

thousands of neurons in the deep net, only a small subset of neurons is associated

with a specific class.

Finally, we demonstrate that the latter approach can also be used to interpret

large datasets. This is achieved by applying the second approach directly over the

input features. This allows us to understand what input features are related to a

specific class and what set of features differentiates between a group of classes or

even sub-groups within a given class.
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Chapter 1

Introduction

In the last few years, deep neural nets have become the preferred model in a

number of practical problems, such as computer vision, speech and language pro-

cessing, games, self-driving cars, and other engineering applications; legal, financial,

and medical applications; and many others among non-engineering applications. Yet,

the way neural nets are defined and optimized, and the sheer size and complexity

of state-of-the-art deep nets, make them very hard to understand in explanatory

terms. This problem is also true for other machine-learning models, but deep nets

are more complicated than any other black-box model. Deep nets can learn a com-

plicated correspondence between complex high-dimensional inputs and outputs via

numerical optimization techniques that minimize a prediction loss over a large, la-

beled dataset. This makes them highly accurate in terms of predictive performance

but remarkably difficult to understand in terms of how exactly they come up with

a prediction for an input. We do not know what a given neuron represents, how a

group of neurons interact with each other; or what happens if we remove some of

them; or what we should change in the model to correct a wrong prediction for a

given input; or what information is retained by the network. Further, for reasons

not well understood, the deep net decisions are very sensitive to minute alterations

1
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of the input in ways that can be used adversarially.

Another issue that makes these models working opaque is the data on which these

models are trained. We can summarize small tabular datasets, but understanding

the bigger datasets is challenging. For example, in image datasets, it is difficult to

understand a given class’s basic concepts. Since there is so much irrelevant informa-

tion in an image, it is hard to understand what part of the image is important or

what common concept defines a particular category of the class.

Most of these questions are not new [32, 73], but they have become urgent due

to the widespread deployment of deep nets in sensitive applications. Indeed, this

led to the creation of legislation to monitor the use of AI systems and data, such

as the EU General Data Protection Regulation (GDPR) [31, 89]. Occasional wrong

recommendation of a product is not serious, but crafting an adversarial attack so

that the AI system does not recommend a product deliberately, is serious. This is

more serious in the fields where the model error or attacks can be fatal, such as

finance, medical field, or autonomous driving. For example, an adversarial attack on

a deep net doing risk analysis in a trade can lead to a large financial loss; or an error

detecting early signs of cancer can cause life-threatening situations. Therefore, there

is a great need to understand the working of AI systems and provide explanations

that are not limited to researchers but also to the end-users.

The emphasis of this dissertation is on understanding what information is stored

in a given deep neural network’s parameters and what internal features computed

by this network are responsible for a particular class. This dissertation is organized

as follows:

• In chapter 2, we present an extensive literature review of deep neural networks’

interpretability. This covers the methods that inspect the structure of a deep

net (section 2.1), providing explanation for a given input instances (section 2.2),

and counterfactual explanations (section 2.3).
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• In chapter 3, we introduce a new approach to explain the nature of individual

neurons in the deep net. We achieve this by characterizing the region of input

space that excites a given neuron to a certain level.

• In chapter 4, we propose a novel approach to understand the relation between

deep net features (neuron’s activation) and output classes, using sparse oblique

decision trees. This provides a global explanation of the entire network, which

is independent of any input data.

• In chapter 5, we extend the idea of connecting deep net features and classes to

interpret image datasets using sparse oblique decision trees.

• In chapter 6, we conclude this dissertation, and provides future research direc-

tions.



Chapter 2

Related Work

In this chapter, we provide an extensive overview of deep neural networks’ inter-

pretability literature. As this is a very active research area, this is not an exhaustive

literature review but covers important works widely discussed in the interpretability

literature.

2.1 Inspecting the structure of a deep neural net-

work

There are two major approaches to inspect the structure of a deep neural network

(DNN): feature inversion and activation maximization.

The primary goal of feature inversion is to understand what information is re-

tained by each layer of the network. The basic idea is to project the features from

a layer to the input space so they can be visualized. Mahendran and Vedaldi [54]

formulate the feature inversion problem as an optimization problem. The objective

function is to minimize the Euclidean distance between the original image features

and the generated image features. The authors point out that generated images are

noisy, and to mitigate this, they use total variation as a regularizer during the op-

4
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timization. A similar approach is used by Wei et al. [90], but they use data-driven

patch priors as regularizers to improve the quality of generated images. Dosovitskiy

and Brox [24] take a different approach: they train a deep neural network to generate

images from the features. Xia et al. [94] extend the work of Mahendran and Vedaldi

[54] to visualize what every filter has learned in the network. Authors show that

even for distinct features, a given filter has the same texture and color. They also

show that images generated with shallow layer filters have monotonous colors and

the local structure is simple. On the other hand, as layers get deeper, the generated

images’ colors become plentiful and the local structures become more intricate.

On the other hand, activation maximization involves finding an image that max-

imize the response of a neuron. The problem can be formulated as:

argmax
x

f(x) +R(x) (2.1)

where real-valued function f gives the activation value of the given neuron for an

input image x. R is the regularizer term to ensure the generated image is human

interpretable. Activation maximization is done by taking a random image and then

back-propagating it through the network to maximize the activation of the neuron

of interest. This same formulation is used in Erhan et al. [26], Simonyan et al. [78],

Nguyen et al. [63], Nguyen et al. [64] and many more.

Simonyan et al. [78] use activation maximization to visualize the second last

layer neurons that represent neurons specific to a class. In this case, f represents

unnormalized class scores rather than class posteriors (last layer). The reason for

that is the maximization of the class posterior can be achieved by minimizing the

scores of other classes, which would not produce any useful information about the

neuron. Although authors propose their approach only for the neurons in the last

layer, it is the same for any neuron in the network.

Zhou et al. [108] restrict their search to the training data. For a given neuron,

they sample around 200K images and select the images that have top k activation.
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Next, for an image, they occlude image segments one by one to measure the change

in the activation. They repeat this process for all the images selected in the first

step. Image segments with large activation changes are selected and summarized to

explain the concept learned by the neuron.

Yosinski et al. [98] propose two tools for visualizing and interpreting deep neural

networks. The first tool visualizes the change in activation of a neuron in response

to user input. The authors claim that analyzing the live activation and observing

as they change in correspondence of different inputs helps to explain the DNN’s

behavior. The second tool is feature inversion, similar to Mahendran and Vedaldi

[54], the only difference is that they use Gaussian blur as the regularizer.

Although these approaches are good, they do not consider the fact that there are

multiple images that can maximally activate the same neuron. Nguyen et al. [64] try

to address this problem by initializing the input image with the mean of a cluster of

training images for activation maximization. The authors then repeat this process

to generate different images using activation maximization. They call it Multifaceted

feature visualization. However, the generated images are very noisy and very little

diverse.

Both feature inversion and activation maximization suffer from a major problem:

the result is a very noisy image or a fooling image [62, 83], which mostly makes little

sense to humans. As mentioned above, to tackle this problem, many handcrafted

regularizers are used like, α-norm [78], Gaussian blur [98], total variation [54], jitter

[59], data-driven patch priors [90], and center-biased regularization [64]. All these

methods have helped to improve the quality of the generated images, but it is still

not sufficient to create natural-looking images.

Dosovitskiy and Brox [25] propose a method to train a generative network based

on generative adversarial networks [30], to generate natural-looking images from a

feature vector. Nguyen et al. [63] incorporate this generative network into activation

maximization. The authors use the same objective function as Simonyan et al. [78],
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but instead of directly optimizing over images space, they optimize over features

space. Also, they use the generative network from Dosovitskiy and Brox [25] to gen-

erate the final image. Compared to all previous methods, generated images are more

natural-looking and human-understandable. Later, Nguyen et al. [65] use their Plug

and Play Generative Networks (PPGN), to generate more natural-looking images

by introducing an additional prior via a denoising autoencoder in the feature space.

Moreover, they also improve upon Nguyen et al. [64], generating comparatively more

diverse images for a single neuron. For this, they define a probability distribution

over the generative network and denoising encoder. Images are generated by sam-

pling iteratively over this distribution using Markov chain Monte Carlo (MCMC)

sampling.

Finally, there also exist approaches that are not based on optimization [6, 60].

Bau et al. [6] instead of generating images that maximally activate a neuron, use the

neurons’ ability to segment an image over a range of visual concepts that include not

only high-level concepts like objects but also low-level information such as texture

and colors. Their approach is to use a dataset containing images where objects are

annotated along with color and texture information for each pixel. These images act

as ground truth, and then neuron activation maps are used to segment these images.

The segments with higher IoU (intersection over union) are picked as the concept

captured by the neuron. Mu and Andreas [60] extend this work by combining the

multiple different atomic concepts associated with a given neuron using logical ex-

pressions. They achieve this by iteratively constructing logical formulas from atomic

concepts via beam search with a fixed beam size.
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2.2 Explaining outcome of an input

2.2.1 Explanation by an interpretable model

In this section, we discuss methods that decompose the network prediction in

terms of more interpretable models like decision trees, boolean rules, or linear models.

The topic of extracting sets of rules from neural nets was actively researched in the

1990s [3, 32, 57]. Two basic approaches were used: in rule extraction as search

[29, 86], a specialized heuristic search over possible rules was based on the neurons’

connectivity pattern, but this assumed binary activations and did not scale beyond

small networks. In rule extraction as learning, or teacher-student approach [17, 18,

23], one trains a decision tree to mimic the neural net by using the latter’s predictions

on the training set (possibly augmented with random instances).

Craven and Shavlik [17] propose an approach to extract rules from the network

in the form of DNF (disjunctive normal form) expressions. For a given class, this

DNF expression comprises the input features. For an input of a given class, if the

corresponding boolean expression does not yield “true”, then a new term is added to

the expression to make it “true”. This process is repeated until the DNF expression

results “true” for all the training instances. To extract the rule from the network,

Craven and Shavlik [18] train a decision tree from the neural network based on the

teacher-student approach. The authors use maximizing the fidelity to the network

as an objective to grow the tree. Training data has also been perturbed randomly to

increase the size of the training set. This helps in improving the performance of the

tree, especially at the nodes close to the leaf, where the number of instances is less.

Once the tree is trained, rules can be extracted from the tree in the form of “if-else”

statements.

The fundamental problem with these methods is that traditional decision tree

learning algorithms such as CART [9] or C4.5 [70] are unable to learn small yet

accurate enough trees to be useful mimics of a neural net except in very small prob-
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lems. Moreover, these methods require data to be discretized to create the rules,

which may be easy for small tabular data, but for big datasets like images, it is very

difficult. The size of these rules is usually proportional to the number of the input

features [17], which is very large in datasets like images.

To provide a global explanation, Thiagarajan et al. [84] divides the feature space

into K (user-defined) overlapping factors. Then it creates meta-features to define

each cluster and label them using a random forest. Finally, it trains a decision tree

over these meta-features to approximate the neural network. Similar to Craven and

Shavlik [17], it also cannot handle large datasets. Ribeiro et al. [71] introduce Local

Interpretable Model-agnostic Explanations (LIME), an approach to provide a local

explanation of the network prediction for an input. The key idea is to approximate

the complex model with an interpretable model locally around the prediction. LIME

samples data in the neighborhood of the given input by perturbing it (eliminating

image segments or zeroing some features). Then, it fits a sparse linear model over

those data points. This local model provides the importance of features in the

network prediction for the input. Ribeiro et al. [72] is an extension of Ribeiro et al.

[71]. It creates an explanation in the form of decision rules (in terms of features)

that are tied to the prediction, such that the change in the rest of the features does

not affect the black box prediction. They call these features Anchors. They use a

bandit algorithm that randomly generates anchors with the maximum coverage and

user-defined threshold for model prediction confidence.

Murdoch et al. [61] propose a method to give importance to each word in a

sentence for LSTMs [42]. It linearizes the activation functions that enable them

to decompose the LSTM forward pass to provide two contributions: a sentence

without the word and only the word alone. Singh et al. [79] extends this idea to

be used for any type of deep network. Using feature’s importance scores, they also

provide an approach based on agglomerative clustering to show how different features

cluster to affect the decision of the network. They call it Agglomerative contextual
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decomposition (ACD).

Zhang et al. [102] use agglomerative clustering to explain how the network uses

semantic information to classify images belonging to a given class. For this, the

authors first modify the network architecture to have disentangled filters in the high

convolution layers: each filter belongs to specific semantic information. They also

make sure that each filter is consistently activated by the same object region over

different input images. Now, for a given class, they create a tree using agglomerative

clustering, where each node contains a weight vector. This weight vector is used to

define the contribution of each filter in the classification of an image. Leaf nodes

contain information specific to a single image, and as nodes move up, it contains

filter information common to a group of images.

Another way to seek input features that are particularly important in predicting

a given instance’s class are Shapley values, originally proposed to attribute reward

among players of a cooperative game [75]. Calculating Shapley values is NP-hard,

so they are approximated in practice [20, 53, 58, 81]. The ability of Shapley values

to provide explanations that are useful for humans has also been criticized [49].

2.2.2 Explanations by examples

To explain deep neural network prediction for a test input, these methods provide

a set of inputs that influence neural network prediction. Koh and Liang [47] present

Influence functions that describe this influence in terms of change in the test predic-

tion, when a training example is removed from the dataset. Suppose f(xt,Θ) is the

model error for a given test sample xt, with optimal parameters Θ; and f(xt,Θ−z)

is the model prediction for xt when the training sample z is removed; thus model

has new parameters Θ−z. The influence is defined as the change in the prediction of

xt that is: f(xt,Θ)− f(xt,Θ−z). The authors propose a second-order optimization

technique to approximate this difference without training the model again. Koh et al.
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[48] investigate the accuracy of Influence functions by removing a large number of

data points. They show that the Influence functions correlate well with the change

in the performance of the model after removing the data points.

Although, Influence functions approach is good, Yeh et al. [97] showed that as

the dataset size grows, Influence function computation becomes time consuming. It

also runs into numerical issues in practice. For instance, producing no influence for

a test input from all the training points.

Yeh et al. [97] represent the influence as a weighted linear combination of the

network feature fi with weights αi. The authors, show that with certain architecture

modifications, the network prediction for a given test input (with ftest as feature) is

equal to
∑n

i αififtest. Here, fiftest gives the similarity between fi (training feature)

and ftest (test feature); and αi gives the weight to this similarity. By measuring both

fiftest and αi, the influence of a training example on the network prediction can be

calculated. Recent work from Pruthi et al. [69] find the influential training examples

by tracking the change in the test loss between different model checkpoints that are

saved during the training time.

2.2.3 Explanations by saliency maps

The motivation behind saliency maps is to highlight those features in the input,

which are essential to be classified as a certain class. Simonyan et al. [78] and Zeiler

and Fergus [101] present two very similar ideas to create saliency maps for deep neural

networks. Simonyan et al. [78] use the gradient of the class score with respect to

the image, while Zeiler and Fergus [101] use DeconvNet, a way to backtrack the class

scores through the network. Both approaches are very similar. The key difference

between the two is handling the flow of the gradient through the non-differentiable

layers like ReLU. Simonyan et al. [78], zero the gradient of the neurons with negative

input when propagating through the ReLU. On the other hand, Zeiler and Fergus
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[101], zero the gradient of the neurons with negative gradients. Both of the methods

produce very similar results.

Springenberg et al. [80] extend the work of Zeiler and Fergus [101] to Guided

backpropagation. They found that for ReLU, by zeroing the gradient of the neuron

with either input or gradient having negative values creates more informative saliency

maps. They achieve this by doing the element-wise multiplication of the gradient

and the input at each layer. The main issue with these approaches arises from

non-differential functions like ReLU. As the partial derivatives with respect to each

feature are calculated, the gradient is inherently discontinuous over the entire input

and produces artifacts [76, 82].

Bach et al. [5] create saliency maps by propagating relevance scores and dis-

tributing the score in proportion to the activation of previous layers. They call it

Layer-wise Relevance Propagation (LRP). Since it does not involve propagating the

gradient with respect to the input, it also avoids the non-differentiability problem of

layers like ReLU. DeepLift [76] gets around the problem of this non-differentiability

by using discrete gradients. Instead of backpropagating the score of the given image

through the network, they propagate the difference in the scores with respect to the

input.

Sundararajan et al. [82] suggest that DeepLift and LRP suffer from Implementa-

tion Invariance: two networks are functionally equivalent if their outputs are equal

for all inputs, despite having very different implementations. Methods like LRP

and DeepLift replace gradients with discrete gradients and use a modified form of

backpropagation to compose discrete gradients into attributions. Unfortunately, the

chain rule does not hold for discrete gradients in general. Therefore, these methods

fail to satisfy implementation invariance. The authors propose an approach to over-

come this issue called Integraded Gradient. In this approach, images are perturbed

over a continuous domain from a baseline image (all zeroes) to the current image,

and the sensitivity of each pixel with respect to prediction is integrated over the
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spectrum to give an approximate attribution score for each pixel.

Zhou et al. [109] propose Class Activation Map (CAM), where instead of trying

to propagate back the gradients, authors use the activation maps of the final convo-

lutional layer weighted with the class weights to create downsampled relevance map

of the input pixels. The downsampled saliency map is then upsampled to create a

heatmap for the input image. One big shortcoming of this approach is, it can only be

applied to the fully convolutional networks. Moreover, it also requires global average

max-pooling at the end. Selvaraju et al. [74] extend this idea to GRAD-CAM, which

can be applied in any network. Unlike CAM, in GRAD-CAM, the activation map of

the final convolution layer is weighted using the gradient information of the target

class score. These gradients are calculated with respect to the features of the final

convolution layer.

Fong and Vedaldi [27] propose an approach to refine the saliency mask, specifically

to find the minimal mask to define the saliency. The idea is to learn a perturbed

image that blurs a certain region of the original image to have a very low activation

value for the given class. The blurred region acts as the saliency map. While these

methods are a popular class of tools for interpretability, Adebayo et al. [1] suggest

that relying on visual assessment is not adequate and can be misleading. Rudin [73]

present examples where, for a given image, the saliency maps for multiple classes are

the same.

2.3 Counterfactual explanations

For a given input, counterfactual explanations aim to answer the following ques-

tion: what input features differentiate a model’s decision between two classes. For-

mally, a counterfactual explanation seeks the minimal change to a given input that

will change a classifier decision in a prescribed way. Given an input x̄ predicted

as class c by model f , the problem of finding counterfactual explanations can be
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formulated as:

argmin
x

E(x, x̄) s.t. f(x) = y (2.2)

where, E(x, x̄) is the cost of changing features of x̄, and y is the target class. Coun-

terfactual explanations can be seen as a form of knowledge extraction from a trained

machine learning model. This is the traditional realm of data mining, particularly

in business and marketing [2, 4, 39, 40, 45, 93]. However, the precise formulation

of counterfactual explanations as optimization problems given a classifier, source in-

stance and target class (eq. (2.2)) and the various works exploring this research topic

are quite recent.

Wachter et al. [89] present one such formulation, where the class constraint is

moved to objective function as a penalty. They illustrate their approach to the

problem of law school admissions and risk factors likely to increase a patient’s chance

of developing diabetes. Their formulation only applies to differentiable models and

real-valued features. Similar work by Martens and Provost [56], is explicitly designed

to use on discrete data and focuses on a particular problem where words need to be

removed from a website for it to be no longer be classified as objectionable content.

Ustun et al. [87] formulate the counterfactual problem as an integer program for

linear models with binary classification. Their formulation can handle both con-

tinuous and discrete features separately but not together. Rudin [73] address this

issue by formulating the problem as a mixed-integer program. Carreira-Perpiñán

and Hada [13] propose an approach that takes model structure into consideration

and solves the counterfactual problem for linear models with Newton’s method by

reformulating the Hessian. This results in solving the problem within milliseconds,

even for very large dimensional problems. However, the formulation is applicable

only to problems with real-valued features.

Yang et al. [96], motivated by customer relationship management, seek to infer

actions from a binary classification tree (attrition vs no attrition), specifically to

move a group of instances (customers) from some source leaves to some target leaves
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of the tree. The problem is different from a standard counterfactual explanation

and is restricted to categorical features only. It takes the form of a maximum cov-

erage problem, which is NP-complete and is approximated with a greedy algorithm.

Bella et al. [7] consider a restricted form of counterfactual explanation over a single,

“negotiable” feature, which must be continuous and satisfy certain sensitivity and

monotonicity conditions.

Cui et al. [19] formulate a type of counterfactual problem for binary classification

forests, show it is NP-hard, and encode it as an integer linear program, which can be

(approximately) solved by existing solvers. It is practical only for low-dimensional

problems, and even then it takes seconds or minutes for one instance. Kanamori et al.

[44] extend this formulation to generate counterfactuals to support ℓ1 distance as the

cost function. They also used plausibility constraints grounded on the Local Outlier

Factor (LOF) score, where the goal is to generate counterfactuals that are closer to

the training data by adding distances to a set of training instances as a penalty to the

cost function. More recently, Parmentier and Vidal [67] further improved the integer

programming formulation by relaxing the binarization of the numerical features to

achieve better runtime performances. However, since the formulation still requires

to solves an integer program, similar to the other two, this approach is limited to

small problems.

Some approaches like [52, 85] use heuristic approaches to solve the counterfactual

problem for tree ensembles. Lucic et al. [52] use a gradient-based algorithm that

approximates the splits of the decision trees through sigmoid functions. On the other

hand, Tolomei et al. [85] propose an approximate algorithm based on propagating

the source instance down each tree towards a leaf. However, these approaches are

slow for large forests and, most of the time, fail to find a feasible solution as the

problem size grows bigger in terms of features and the number of trees.

Although finding a counterfactual explanation for a forest cannot be solved ex-

actly, for a single tree, it can be done exactly and efficiently [11, 12, 36]. Carreira-
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Perpiñán and Hada [11] achieve this by solving the problem in each target leaf sep-

arately and picking the solution with the lowest cost. Hada and Carreira-Perpiñán

[36] extends this formulation to generate counterfactual explanations for regression

trees.

Recently, some model-agnostic approaches [33, 46, 92] have been proposed, which

treats classifier as a black-box to generate counterfactual explanation. Karimi et al.

[46] generate a counterfactual explanation by creating a logical rule for a given model.

Then they find an input that can satisfy those logical rules using SAT solvers. This

approach cannot be used for complex models, as expressing a complex model in terms

of logical rules is difficult. Guidotti et al. [33] use a genetic algorithm to generate

neighbors around the input and then uses decision trees to locally approximate the

model. Then, the counterfactual explanation is created based on the minimum num-

ber of splits in the decision tree. However, it generates the counterfactual, which

might not be closest to the input. In practice, these kinds of model-agnostic ap-

proaches do not scale beyond small dimensional problems and often suffer from the

problem of being a bad mimic of the original model.

Van Looveren and Klaise [88] propose a model-agnostic approach focused on

continuous data, especially images. Because counterfactual explanations for images

are usually indistinguishable from the input, they propose to add the class prototypes

as a penalty term in the objective function. The class prototype represents the mean

of training data features (calculated by an autoencoder) corresponding to the target

class. This helps the counterfactual explanation to have a visible difference from the

original image. What-If Tool [91] restrict the instance search space to a finite set

of instances (such as the training set of the classifier), so the optimization to find

a counterfactual explanation involves a simple brute-force search, as in a database.

While model-agnostic approaches are very general, they are computationally slow,

particularly with high-dimensional instances, and give a poor approximate solution.



Chapter 3

Sampling the “Inverse Set” of a

Neuron

In this section, we propose an approach to characterize the region of input space

that excites a given neuron to a certain level; we call this the inverse set [34, 35].

This inverse set is a complicated high-dimensional object that we explore by an

optimization-based sampling approach. Inspection of samples of this set by a hu-

man can reveal regularities that help to understand the neuron. This goes beyond

approaches that were limited to finding an image which maximally activates the

neuron [78] or using Markov chain Monte Carlo to sample images [65]. Addition-

ally, approaches like Nguyen et al. [65] are very slow, generate samples with little

diversity, and lack control over the activation value of the generated samples.

3.1 The inverse set of a neuron: definition

We say an input x is in the inverse set of a given neuron having a real-valued

activation function f , if it satisfies the following two properties:

z1 ≤ f(x) ≤ z2 and x is a valid input (3.1)

17
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where, z1, z2 ∈ R are activation values of the neuron. x being a valid input means

the image features are in the valid range (say, pixel values in [0,1]) and it is a natural

looking image.

For a simple model, the inverse set can be calculated analytically. For example,

consider a linear model with logistic activation function σ(wTx + c), and all valid

inputs to have pixel values between [0,1]. For z2 = 1 (maximum activation value) and

0 < z1 < z2, the inverse set will be the intersection of the half spacewTx+c ≥ σ−1(z1)

and the [0,1] hypercube.

A simple way to do this is to select all the images in the training set that satisfy

eq. (3.1), but this may rule out all images. A neuron may “like” certain aspects of

a training image without being sufficiently activated by it, or, in other words, the

images that activate a given neuron need not look like any specific training image.

Therefore, we need an efficient algorithm to sample the inverse set.

3.2 Sampling the inverse set of a neuron:

an optimization approach

To generate the maximum activation image, the problem can be mathematically

formulated as:

argmax
x

f(x) +R(x) (3.2)

where real-valued function f gives the activation value of the given neuron for an

input image x. R is a regularizer which makes sure that the generated image x

looks like a real image. This is the same objective function used in Simonyan et al.

[78], Yosinski et al. [99], Nguyen et al. [64], and others; where, R is replaced by their

hand-crafted regularizers. As mentioned in Nguyen et al. [64], it mostly produces the

same images for a given neuron. However, to construct the sample S = {x1, · · · ,xn}
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that covers the inverse set, generated images should be different from each other.

So, we propose the following formulation to construct S of size n as a constraint

optimization problem:

argmax
x1,x2,··· ,xn

n∑

i,j=1

‖xi − xj‖
2
2 s.t. z1 ≤ f(x1), . . . , f(xn) ≤ z2. (3.3)

The objective function makes sure that the samples are different from each other and

also satisfy eq. (3.1). However, this generates noisy-looking samples. To make them

realistic we use an image generator network G, which has been empirically shown to

produce realistic images [25] when a feature vector c is passed as an input. Then we

get:

argmax
c1,c2,··· ,cn

n∑

i,j=1

‖G(ci)−G(cj)‖
2
2 s.t. z1 ≤ f(G(c1)), . . . , f(G(cn)) ≤ z2. (3.4)

We observe that using Euclidean distances directly on the generated images G(c)

is very sensitive to small changes in their pixels. Instead, we compute distances

on a low-dimensional encoding E(G(c)) of the generated images, where E is ob-

tained from the first few layers of a deep neural network trained for classification.

Then we have our final formulation of the optimization problem over the n samples

G(c1), . . . ,G(cn):

argmax
c1,c2,··· ,cn

n∑

i,j=1

‖E(G(ci))−E(G(cj))‖
2
2

s.t. z1 ≤ f(G(c1)), . . . , f(G(cn)) ≤ z2. (3.5)

Now to generate the samples, initialize c with random values and then optimize

eq. (3.5) using augmented Lagrangian [66].

In theory, eq. (3.5) is enough to generate the sample S. But in practice, as the

n gets larger which is required to correctly sample the inverse set, eq. (3.5) pose

two issues: First, because of the quadratic complexity of the objective function over
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the number of samples n, it is computationally expensive to generate many samples.

Second, since it involves optimizing all codes together, for larger n, it is not possible

to fit all in the GPU memory. In the next section, we describe a much faster and

less computationally expensive approach to create the inverse set.

3.3 Sampling in feasible region

In this section, we solve the problem for sampling the set S described in eq. (3.5)

with a faster approach. For this, we apply two approximations.

First, we solve the problem in an inexact but good enough way. The sum-of-

all-pairs objective is not a strict necessity; it is really a mechanism to ensure the

diversity of the samples and coverage of the inverse set. We observe that this is

already achieved by stopping the optimization algorithm once the samples enter the

feasible set, by which time they already are sufficiently separated.

Second, we create the samples incrementally, K samples at a time (with K ≪ n).

For the first K samples (which we call seeds (C0)) we optimize eq. (3.5), initializing

the code vectors ¸with random values and stopping as soon as all K samples are in

the feasible region. These samples are then fixed. The next K samples are generated

by the following equation:

argmax
c1,c2,··· ,cK

K∑

i,j=1

‖E(G(ci))− E(G(cj))‖
2
2 +

K∑

i=1

|C0|∑

y=1

‖E(G(ci))− E(G(cy))‖
2
2

s.t. z1 ≤ f(G(c1)), . . . , f(G(cK)) ≤ z2 and cy ∈ C0. (3.6)

The first part of the equation “
∑K

i,j=1 ‖E(G(ci))−E(G(cj))‖
2
2” is similar to that of

eq. (3.5), means samples should be apart from each other. On the other hand, the

second part of the equation “
∑K

i=1

∑|C0|
y=1 ‖E(G(ci))− E(G(cy))‖

2
2” makes sure that

the generated samples should be far apart from the previous ones. The presence of
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Figure 3.1: Samples generated using our sampling approach for the neuron number
981 in the fc8 layer of the CaffeNet [43], which represents Volcano class. Each row
contains 10 samples picked from 500 samples generated with the activation range
mentioned on the left side. Generated samples are not just photo-realistic but also
very diverse in nature, characterizing input space around certain activation very well.
Unlike previous approaches [64, 65]; generated samples not only contain volcanoes
but also lava flowing through water and on land and the ash cloud after the volcanic
eruption. These kinds of samples have never been seen before. The first row contains
samples of high activation, and the last row, which has samples with low activation,
both have volcanoes, but the presence of lava and smoke creates a huge difference in
the activation value of the neuron. Giving us a clear understanding how the amount
of lava and smoke impact the activation of the neuron, higher the amount of lava
and smoke more the activation.

constraints makes sure that generated samples stay in the feasible region.

Now to pick next K samples, we initialize them to the previous K samples

(C0) and take a single gradient step in the Augmented Lagrangian optimization



22

of eq. (3.6). This gives K new samples (G(ci)) which we fix, and the process is

repeated until we generate the desired n samples.

3.3.1 Intersection of inverse sets

Our method also allows us to visualize the intersection of multiple inverse sets.

This can be achieved by modifying the constraints in eq. (3.5) as:

argmax
c1,c2,··· ,cn

n∑

i,j=1

‖E(G(ci))−E(G(cj))‖
2
2

s.t. z
(1)
1 ≤ f1(G(c1)), . . . , f1(G(cn)) ≤ z

(1)
2 ,

...

z
(p)
1 ≤ fp(G(c1)), . . . , fp(G(cn)) ≤ z

(p)
2 (3.7)

and in eq. (3.6) as follows:

argmax
c1,c2,··· ,cK

K∑

i,j=1

‖E(G(ci))− E(G(cj))‖
2
2 +

K∑

i=1

|C0|∑

y=1

‖E(G(ci))− E(G(cy))‖
2
2

s.t. z
(1)
1 ≤ f1(G(c1)), . . . ,f1(G(cK)) ≤ z

(1)
2 ,

...

z
(p)
1 ≤ fp(G(c1)), . . . ,fp(G(cK)) ≤ z

(p)
2 and cy ∈ C0 (3.8)

where, f1, · · · , fp are real valued activation functions for different neurons and (z
(1)
1

, z
(1)
2 ), · · · , (z

(p)
1 , z

(p)
2 ) are corresponding activation values.

Figure 3.5 shows samples from the intersection of two different inverse sets, cor-

responding to neurons in the same layer. Eq. (3.8) can also be used to generate

samples from inverse set intersection of neurons in different layers, as shown in fig-

ure 3.6. Generated samples have a face in the middle of the images. When these

samples passed through the network, they excite both neurons in their corresponding

activation range.
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Figure 3.2: The first, third, and fifth rows contain 10 samples picked from 500
samples generated by our sampling approach to cover the inverse set for the neuron
number 981 (represents Volcano class), 947 (represents Cardoon class), and 1000
(represents Toilet paper class) respectively. All three neurons are from layer fc8
of CaffeNet [43]. For the first row (Volcano class), the activation range is [50,60];
for the third (Cardoon class) and the fifth row (Toilet paper class), the range is
[40,50]. The second, fourth, and sixth rows show samples generated for the same
neurons by the sampling approach from Nguyen et al. [65]. The activation range for
the samples from Nguyen et al. [65] is not guaranteed to be in any fixed range like
ours.

3.4 Experiments

In all our experiments, f is a pre-trained CaffeNet [43], which had been trained

on the ImageNet dataset [21]. Using previous papers’ [63, 65] naming convention,

we will also call last three fully connected layers in CaffeNet [43] as fc6, fc7, and fc8.
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Neuron in fc8 Ours PPGN

981(volcano class) 5.58 4.82
947(cardoon class) 6.00 4.99

1000(toilet paper class) 5.83 4.79

Table 3.1: Comparison between the proposed method and PPGN; in terms of mean
pairwise Euclidean distance between the codes (E(G(ci))) of the generated samples
(all 500 samples in figure 3.2). Higher values mean generated samples are more
diverse.
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Figure 3.3: Both rows contain 10 samples out of 500 samples which are generated
to cover the inverse set for neuron number 197 in the conv5 layer of CaffeNet [43].
This neuron is known to detect faces [99]. In the first row, the activation range
is [170, 200], and samples are mostly human faces. On the other hand, the second
row, which has higher activation range ([260, 300]), contains dog faces with fur. This
shows the neuron prefers faces with fur compared to clean faces.

fc8 is the last layer before softmax. In all our experiments, E is pre-trained CaffeNet

[43]. However, the network has been shortened to the fc6 layer, which is the first

fully connected layer. The output of E is a vector of size 4096. G is a pre-trained

generative network from Nguyen et al. [65] 1.

Unlike previous visualization approaches [63, 64, 65] (second row of figure 3.2),

the generated samples are far more diverse and rich in information. Our approach

allows us to look at the samples which excite the neuron at different activation levels;

this was not possible before. In doing so, it uncovers samples that have never been

1https://github.com/Evolving-AI-Lab/ppgn

https://github.com/Evolving-AI-Lab/ppgn
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Figure 3.4: Figure shows the results of our sampling process over a different network.
The network is a variant of AlexNet trained on MIT Places dataset [107]. The first
row contains samples from the inverse set for neuron number 88 (Gas station class
), and the second row contains samples from the inverse set for neuron number 141
(Phone booth class). Both neurons are from the last layer before softmax, and the
activation range is [40, 50] in both cases.
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Figure 3.5: First two rows show the samples generated by our sampling method
for neuron number 664 (represents Monastery) and 862 (represents Toilet seat)
respectively. Both neurons are from layer fc8 of CaffeNet [43]. The last row contains
the samples from their intersection set. All three rows have an activation range of
[40,50].

seen before. For instance, images that do not even contain a volcano instead contain

lava flowing through water but still excite the neuron (figure 3.1).

Figure 3.2 shows some of the samples generated by our algorithm for a certain
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Figure 3.6: Inverse set intersection of neurons from different layers of the network.
The hidden neuron in both rows is number 197 (known to detect faces) from the
conv5 layer, and the activation range is [260,300]. Top row: The other neuron is
from the fc8 layer (neuron number 1000, Toilet paper class), with the activation
range of [20,50]. Bottom row: Again the other neuron is from fc8 layer (neuron
number 862, Toilet seat class), with the activation range of [40,50].

activation range with some other neurons and their comparison with Nguyen et al.

[65]. Second row shows the generated samples for neuron number 947 which repre-

sents “Cardoon” class for z2 = 50 and z1 = 40. The generated samples not only have

a more diverse color distribution compared to Nguyen et al. [65] (fourth row in the

figure 3.2) but also show samples of different shapes and sizes that can only be seen

in real-life images.

To further test whether our sampling truly generates diverse samples or not,

we pick a rather difficult class – “Toilet paper”, neuron number 1000. The reason

for the difficulty is as the realistic-looking samples cannot just differ by having a

different color like in the case of “Cardoon” class; they all should have the white

color. The sampling method should pick the samples which are of different shapes or

quantities. The fifth row in the figure 3.2 shows our results. The generated samples

are very diverse; they not only show just a toilet roll or toilet rolls hung from a hanger

but also show packed toilet rolls. In fact, samples contain packages with different

shapes, labels, and even quantities. The first and ninth sample in the fifth row of

figure 3.2 shows rolls packed in two packages but have altogether different packaging

labels, while the third sample shows toilet rolls packed in 3 packages which also have
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different packaging label than the other two. Our sampling method was even able

to pick samples such that the number of toilet rolls is different, as shown in the

second, fourth, and tenth samples. These types of samples can only be seen in real-

life images, thus showing how perfectly our sampling method covers the inverse set.

On the other hand, samples generated by using PPGN [65] (sixth row of figure 3.2)

mostly contain rolls that are standalone or attached to a holder, clearly not diverse.

This diversity also translates numerically, as shown in table 3.1.

We also tested our method for hidden neurons. We apply our algorithm for neuron

number 197 in the conv5 layer (last convolution layer in the CaffeNet [43]). This

neuron is known to detect faces [99]. We first apply our approach with activation

range [200, 170], and most of the generated samples produce human faces, as shown

in the first row of figure 3.3. But as we apply the same process with activation range

[300, 260], dog’s faces started to appear in the samples, as shown in the second row

of the figure 3.3. Hence shows, this neuron starts getting more activation towards

the faces with more fur compared to that of clean faces.

3.5 Conclusion

Admittedly, the goal of understanding what a neuron in a deep neural network

may be representing is not a well-defined problem. It may well be that a neuron does

represent a specific concept, but one which is very difficult to grasp for a human;

or that one should look at what a group of neurons may be representing. That

said, for some neurons, their preferred response does correlate well with intuitive

concepts or classes, such as the volcano or cardoon examples we give. Our approach

is to characterize a neuron’s preference by a diverse set of examples it likes, which is

something that people sometimes do in order to explain a subjective concept to each

other. Also, it may be possible to extract specific concepts from this set of examples

using data analysis techniques.



Chapter 4

Interpreting Deep Neural

Networks Using Sparse Oblique

Trees

In this section, we propose an approach to provide a global explanation for a

given deep net, using decision trees [37, 38]. As mentioned in section 2.2.1 this is

by itself not a new idea. What is new is the specific, novel type of tree we use, and

how we apply it to a given deep net. Traditional tree learning algorithms typically

construct trees where each decision node thresholds a single input feature. Although

such trees are considered among the most interpretable models, this is only true if

the tree is relatively small. Unfortunately, such trees often produce too low accuracy,

and are wholly inadequate for high-dimensional complex inputs such as pixels of an

image or neural net features. We capitalize on a recently proposed Tree Alternating

Optimization (TAO) algorithm [10, 14] which can learn far more accurate trees that

remain small and very interpretable because each decision node operates on a small,

learnable subset of features. Next, we apply the tree to an internal layer of the

deep net, hence mimicking it’s remaining (classifier) layers, rather than attempting

28
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x

D input
features

y

K output
classes

y = f(x),
entire neural net

z = F(x),
F neural net features

y = g(z),
classifier part
(mimicked
by tree)

Figure 4.1: Mimicking part of a neural net with a decision tree. The figure shows
the neural net y = f(x) = g(F(x)), considered as the composition of a feature
extraction part z = F(x) and a classifier part y = g(z). For example, for the LeNet5
neural net of [51] in the diagram, this corresponds to the first 4 layers (convolutional
and subsampling) followed by the last 2, fully-connected layers, respectively. The
“neural net feature” vector z consists of the activations (outputs) of F neurons, and
can be considered as features extracted by the neural net from the original features
x (pixel values, for LeNet5). We use a sparse oblique tree to mimic the classifier part
y = g(z), by training the tree using as input the neural net features z and as output
the corresponding ground-truth labels.

to mimic the entire deep net. This allows us to probe the relation between deep net

features and classes. As a subproduct, inspection of the tree allows us to construct

a new kind of adversarial attacks where we manipulate the deep net features via a

mask to block a specific set of neurons. This gives us surprising control on what

class the deep net will output. Among other possibilities, we can make it output the

same, desired class for all dataset instances; or make it never output a given class;

or make it misclassify certain pairs of classes. Our approach also allows us to study

the relation between deep net features (neurons’ activation) and output classes.
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4.1 Mimicking the network using sparse oblique

decision trees

Our overall approach is as follows (see figure 4.1). Assume we have a trained

deep net classifier y = f(x), where input x ∈ R
D and y ∈ R

K . We can write f as:

f(x) = g(F(x)), where F represents the features-extraction part (z = F(x) ∈ R
F ),

and g represents the classifier part (y = g(z)). Then:

1. Train a sparse oblique tree y = T (z) with TAO on the training set {(F(xn), yn)}
N
n=1

⊂ R
F × {1, . . . , K}. Choose the sparsity hyperparameter λ ∈ [0,∞) such that

T has close to the highest validation accuracy and is as sparse as possible.

2. Inspect the tree to find interesting patterns about the deep net.

Our goal is to achieve a tree that both mimics well the deep net and is as simple as

possible.

Step 2 is purposely vague. There is probably a wealth of information in the tree

regarding the features’ meaning and effect on the classification, both at the level of a

specific input instance and globally. Here, we focus on one specific pattern described

next.

4.2 Manipulating the features of a deep net to al-

ter its classification behavior

Our overall objective is to control the network prediction by manipulating the

value of the deep net features z ∈ R
F . We do not alter the network weights, i.e., F

and g remain the same. We just alter z into a masked z = µ(z) = µ
× ⊙ z+ µ

+ via

a multiplicative and an additive mask µ
×,µ+ ∈ R

F , respectively (where “⊙” means
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elementwise multiplication).

Original net: y = f(x) = g(F(x)) (4.1)

Original features: z = F(x) (4.2)

Masked net: y = f(x) = g(µ(F(x))) (4.3)

Masked features: z = µ(F(x)) = µ(z) (4.4)

We construct µ by inspecting the tree, specifically by observing the weights of

each decision node of the tree. Intuitively, µ represents the path from root to the

target leaf. We demonstrate the detailed masking operation in figure 4.2.

Diverting all instances to one child

We define the decision rule at a decision node i as: “if wT
i z + bi ≥ 0 then go to

right child, else go to left child”, where wi ∈ R
F is the weight vector and bi ∈ R

is the bias 1 . We also describe a mask for node i, that diverts all instances to one

child– we call it Node-Mask = {µ×,µ+}.

Node-Mask works as follows. Write w and z as w = (w0 w− w+) and z =

(z0 z− z+), where w0 = 0, w− < 0 and w+ > 0 contain the zero, negative and

positive weights in w, and z ≥ 0 2 is arranged according to that. Call S0, S− and

S+ the corresponding sets of indices in w. Then wTz + b = wT
−z− + wT

+z+ with

wT
−z− ≤ 0 and wT

+z+ ≥ 0. So if z− = 0 then wTz + b ≥ 0 and z would go to

the right child and if z+ = 0 then wTz + b ≤ 0 and z would go to the left child.

Hence, Node-Mask defined as follows: to go left, µ× ∈ {0, 1}F is a binary vector

containing ones at S−, zeros at S+ and ∗ (meaning any value) at S0; and µ
+ ≥ 0

is a vector containing small positive values at S− and zero elsewhere. To go right,

exchange “−” and “+” in the procedure.

1we assume |bi| ≪ ‖wi‖
2We assume the deep net features are nonnegative: z = F(x) ≥ 0. This is true for ReLUs, which

are used in most deep nets at present.
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Figure 4.2: Top: original network. Bottom: masking operation in the network.
The symbols’ meaning is as follows: input x, feature extraction part of the network
F, original features z, binary mask created using the tree µ, modified features z,
classifier part of the network g, original output y, and modified output y .
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Masks

Below we describe how to construct masks that change network prediction. For

each case, we state the desired goal and the corresponding mask.

• All to class k: let k ∈ {1, . . . , K}. Classify all instances x as class k.

Mask : Apply Node-Mask at each node i in the path from root to class

k. Also, in each Node-Mask, set values at S0 to zero. To create the final

multiplicative mask, take logical AND of all the multiplicative masks.

• All class k1 to class k2: let k1 6= k2 ∈ {1, . . . , K}. For any instance

originally classified as k1, classify it as k2. For any other instance, do not alter

its classification. This case only works if the classes k1 and k2 are leaf siblings

Mask : Simply apply Node-Mask to the parent of the leaves of k1 and k2.

• None to class k: let k ∈ {1, . . . , K}. For any instance originally classified

as k, classify it as any other class. For any other instance, do not alter its

classification.

Mask : Apply All class k1 to class k2 mask to each leaf with label k, and

k2 is k. At the end take logical AND of all the multiplicative masks.

4.3 Experiments

We evaluate our approach thoroughly on two deep nets.

• VGG16 [77] trained on a subset of 16 classes from ImageNet [21]. For this

network we use F = 8192 neurons from its last convolutional layer to train the

tree.

• LeNet5 trained on MNIST 10 digit classes [51], for which we select the F =

800 neurons at layer conv2 as features.
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Label id Class
0 goldfish
1 bald eagle
2 goose
3 killer whale
4 Siberian husky
5 white wolf
6 tiger cat
7 lion
8 airliner
9 container ship
A fire engine
B school bus
C speedboat
D sports car
E warplane
F coral reef

Table 4.1: Classes in our ImageNet subset and their id (for reference in other figures).

4.3.1 Results on VGG16

In this section, we show our results on VGG16 [77]. We trained this network over

a subset of 16 classes of ImageNet [21] listed in table 4.1, and used F = 8192 neurons

from its last convolutional layer to train the tree. Our VGG16 net achieves an error

of 0.2% (training) and 6.79% (test). To train the tree, we start with an initial tree

that is deep enough and a complete binary tree with random parameters. Next, we

run TAO for a range of increasing λ values (see figure 4.3). From there, we pick a

tree with accuracy close to that of the deep net but as sparse as possible, which we

will use as the mimic (figure 4.4). This tree (λ = 1) has an error of 0% (training) and

7.90% (test); it has 39 nodes and uses just 1 366 features (17% of the total 8 192).

We also discuss a tree of somewhat lower accuracy but which has exactly one leaf

per class (figure 4.5). This tree (λ = 33) has an error of 1.79% (training) and 9.56%

(test); it has 31 nodes and uses just 408 features (5% of the total 8 192).
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Figure 4.3: Classification error (training and test) and number of nodes and of
nonzero weights of the trees as a function of λ for VGG16. The vertical line indicates
the tree we selected as the mimic (λ = 1).

Inspecting the sparse oblique trees

Figure 4.4 shows the tree we use as the mimic. This tree has similar training

and test error to those of VGG16, so we expect it to be a good mimic, which indeed

happens (see figure 4.6). The top of the figure shows the class histogram at each

node, i.e., the distribution of classes on the subset of training instances that a node

receives. These histograms show how the tree hierarchically splits classes very crisply;

indeed, it has only 20 leaves for 16 classes. At the bottom of the figure, the weight

vector at each decision node is mostly sparse. This means only a very few features

are used by the tree; indeed, 83% of the features are not used at any node. We test

network performance by removing these features, and as shown in figure 4.6 (top

row) network behaves the same as before. This suggests some of the features and

hence neurons and weights of the net are practically redundant or perhaps code for

properties that are useful for only a few specific instances.

Figure 4.5 shows a very interesting tree, obtained for a larger λ value so that

there is exactly one leaf per class. The weight vector at each decision node shows

that very few nonzero weights are used at each node, yet the test error is reasonable.

Also, its structure remains unchanged for a wide range of λ. So, nonzero features

in this tree robustly classify most images. Inspecting it shows an intuitive hierarchy

of classes that seem primarily related to the background or surroundings of the
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Figure 4.4: Tree selected as mimic for VGG16 features (λ = 1), with a training
error of 0% and a test error of 7.90%. Top: class histograms; we show the number
of training instances reaching the node and, for leaves, their label. Bottom: weight
vector at each decision node and an image from their class at each leaf; we show the
node index, bias (always zero) and, for leaves, their label. We plot the weight vector,
of dimension 8 192, as a 91×91 square (the last pixels are unused), with features
in the original order in VGG16 (which is determined during training and arbitrary,
hence the random aspect of the images), and colored according to their sign and
magnitude (positive, negative and zero values are blue, red and white, respectively).
You may need to zoom in the plot.
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Figure 4.5: Like figure 4.4 but for λ = 33. This tree has exactly one leaf per class
(total 16 classes), and a slightly higher error (training error 1.79%, test error 9.56%).
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main object in the image. For instance, the leftmost tree consists of man-made

objects often found on roads like: {warplane, airliner, school bus, fire engine and sports

car}. However, the rightmost tree consists of both man-made objects {container ship,

speedboat} and animals {killer whale, bald eagle, coral reef}, but both have the sea as

common background. Similarly, the subtree in the middle contains animals {tiger cat,

white wolf, goose, Siberian husky, lion} that are found mostly on the land environment.

Yet {goldfish} appears in a single subtree quite separate from all other classes (not

sea). On examining the training data, we observe that, in most of the training images

{goldfish} is in fishbowls (not the sea). This is consistent with previous works that

have found that, in some specific cases, the reason why a deep net classifies an object

as a certain class is caused by the background or more generally by some confounding

variables [71, 100].

Manipulating the deep net features via masks

Figure 4.6–4.7 shows confusion matrices, which are self-explanatory, overall test

and training instances, respectively. These confusion matrices are created by apply-

ing masks derived from the decision tree (figure 4.4). In general, all masks affect

both the deep net and the tree in the same way. This is to be expected since the tree

has a very similar error and confusion matrix as the net, but it is still surprising how

well it works in most cases. This also suggests that every class is associated with

certain group of neurons in the deep net.

Illustration of the masks with an actual image

Figure 4.8 illustrates the mask behavior in an image not in the dataset. The

middle column histograms show the deep net features (grouped by class) and how

masking them drastically alters in a controlled way the softmax output (hence the

class prediction; row 2 and 5). We also show how the mask correlates with superpixels
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Figure 4.6: Confusion matrices for VGG16 (test set). Top left : ground-truth vs deep
net, and deep net vs tree. Top middle: deep net vs deep net with only the features
selected by the tree. Top right : All class k1 to class k2 (selected examples).
Middle: None to class k. Bottom: All to class k.
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Figure 4.7: Like figure 4.6 but for the training set.
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Figure 4.8: Illustration of masks for a particular image. Column 1 shows the image
masks (when available). Column 2 summarizes the 8 192 feature values as two his-
tograms: on the upper panel, the number of features in each class group (listed in the
X axis as 0–F, where “*” means features not used by the tree); on the lower panels,
the average feature value (neuron activation) per class group. Column 3 shows the
histogram of corresponding softmax values. Row 1 shows the original image. Row
2 shows a mask in feature space to classify it as “Siberian husky”. Row 3 shows a
mask manually cropped in the image, whose features resemble those of row 2. Row
4 shows a mask in feature space obtained by finding the top-3 superpixels whose
features most resemble those of the masked features of row 2. Row 5 shows a mask
in feature space to classify the image as “bald eagle”.
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Figure 4.9: Classification error (training and test) and number of nodes and of
nonzero weights of the trees as a function of λ for LeNet5. The vertical line indicates
the tree we selected as mimic (λ = 20).

in the image, either manually cropped (row 3) or optimized to invert the desired deep

net features (row 4).

4.3.2 Results on LeNet5

We trained sparse oblique trees on features obtained by the LeNet5 neural net

architecture for MNIST. The results are the same as VGG16: we are able to achieve

a good mimic; the masks we construct work as desired in nearly all the instances;

and the tree is highly interpretable.

We train a LeNet5 net on the 60 000 training images for MNIST, of 28×28 pixels.

This network achieves a training and test error of 0.00545% and 0.61%, respectively.

We select the F = 800 neurons at layer conv2 as features on which we train the tree.

We used TAO with an initial tree structure of depth 5 (total 63 nodes) and random

initial values for the weights at the nodes. Next, similar to VGG16 experiment we

construct a collection of trees over a range of sparsity parameters λ ∈ [0,∞) (see

figure 4.9). We selected as mimic the tree for λ = 20, which has depth 5 and only

27 nodes. It has an error of 1.28% (training) and 1.67% (test), which is very close

to that of LeNet5, so we expect the tree to be a good mimic of the network.

Figure 4.10 shows the tree selected as mimic. The class histograms are similar to

VGG16, showing tree hierarchically splits classes very crisply as it has 14 leaves for
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Figure 4.10: Tree selected as mimic for LeNet5 features (λ = 20). Top: class his-
tograms; we show the number of training instances reaching the node and, for leaves,
their label. Bottom: weight vector at each decision node and average of training in-
stances at each leaf; we show the node index, bias (always zero) and, for leaves, their
label. We plot the weight vector, of dimension 800, as a 29×29 square (the last pix-
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Figure 4.11: Confusion matrices for LeNet5 (test set). Top left : ground-truth vs deep
net, and deep net vs tree. Top middle: deep net vs deep net with only the features
selected by the tree. Top right : All class k1 to class k2 (selected examples).
Middle: None to class k. Bottom: All to class k.

10 classes. The blurry average image at each leaf shows significant shape variability,

indicating the features have successfully learned to ignore such within-class variabil-

ity. Also, the weight vector at each decision node shows that very few features are

used at each node; 295 features (37% of the total 800) are not used at any node,

so their values are irrelevant for classification in the tree. This also holds nearly

perfectly for the deep net (top rows in figures 4.11–4.12).

Figures 4.11–4.12 show the confusion matrices of our masks. Similar to VGG16

case, the masks work effectively in the entire dataset. The number of features we need

to mask out in each case is very small, around 40 (out of 800 features), suggesting

features learned by the network are special in that they seem to operate in very small

groups associated with classes, rather than all features participating in each class.
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Figure 4.12: Like figure 4.11 but for the training set.

4.4 Conclusion

Decision trees are a good choice of interpretable classifier because they handle

multiple classes naturally, perform feature selection automatically, have a hierarchical

structure that promotes an increasing specialization from the root towards the leaves,

and can be inspected. We demonstrate how sparse oblique trees can improve this by

using a small number of features at each node, which explicitly shows the influence

of groups of features on classes. This allows us to find a small subset of important

features among thousands of possible features.

As shown in our experiments, deep net features participate in a coordinated way

in predicting a class, where small groups of specific features encode information

specific to that class. Any change in the activation of these class-specific neurons

noticeably affects the deep network’s ability to make decisions. This also aligns with
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the hypotheses proposed in [50]. The authors hypothesize that the deep networks

contain class-specific neurons, and if we remove these neurons, the deep network

performance should be affected noticeably. However, it is surprising that the number

of neurons in each group is very small compared to the possible number of neurons.

This is probably partly due to the neural network being heavily overparameterized.

Our findings are remarkably similar to recent findings in visual neuroscience [16,

55] that show that very small groups of neurons (around 20) in mouse primary

visual cortex seem to code for specific properties or behaviors. In fact, removing all

visual input to the mouse and directly stimulating those neurons triggers the same

behaviors—analogously to what our masks do.

Finally, our results are applicable to deep nets with specific weights. Since deep

nets are typically overparameterized and have local optima, it is possible to obtain

numerically very different weights depending on the initialization and optimization

protocol. We have not explored how this may affect the resulting tree and the masks.

We did observe that our results seem robust to the initialization of the tree itself.



Chapter 5

Interpretable Image Classification

Using Sparse Oblique Decision

Trees

In this section, we focus on another important aspect of interpretability, which

concerns with understanding the data itself. Most explanation methods are restricted

to provide information only about the model’s prediction behavior [61, 71, 109] or

what information is encoded by model’s parameters [26, 34, 35, 63, 78], but provides

very little insight about the training data on which the model is trained.

We can summarize small tabular datasets, but understanding the bigger datasets

is difficult. For example, in image datasets, it is challenging to understand a given

class’s basic concept. Since there is so much irrelevant information, it is hard to

understand what part of the image is important or what common concept defines a

particular category of the class. Feature selection methods (Chi-Squared [28], Mutual

Information [68], LASSO [41], and Kolmogorov-Smirnov statistic [22]) can help to

understand these datasets. However, they leave a lot of questions unanswered. For

example, in a classification task: we do not know how the classes are distributed in

47
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the input space; is one class closer to another class, or how two classes or groups of

classes differentiate from each other; or if any sub-groups exist in a given class, if yes

what is the difference between them; or the selected features are optimal for a class,

or sub-group of a class, or even an instance?

We can leverage our approach to interpret deep neural networks using sparse

oblique trees to address the aforementioned issues. In the previous chapter, we used

sparse oblique trees to understand what group of neurons are associated with a given

class. However, it is unclear what these groups of neurons represent in the input

space. We can explain the behavior of certain neurons individually (as described in

chapter 3), but for a group of neurons, it is very difficult to do so. However, if we

train the sparse oblique trees directly on the input features (pixels for image dataset),

by extending our masking operation from the previous chapter, we can establish the

relationship between classes and the input features.

Traditionally, axis-aligned trees are considered interpretable models, but these

models are interpretable only for a small dataset. As the size of the dataset increases,

the tree size grows by a large margin, making them very difficult to interpret (table 5.2

and figure 5.5). On the other hand, sparse oblique trees trained with TAO [10, 14]

can achieve good accuracy while maintaining a smaller model size. This is due to

the fact that, unlike axis-aligned trees that operate only on a single feature at each

node, the sparse oblique tree operates on a small, learnable subset of features. Also,

unlike traditional tree algorithms such as CART [9] or C4.5 [70], TAO monotonically

decreases the objective function containing classification error and thus producing

more accurate trees. It has been shown to outperform existing tree algorithms by a

large margin [106], and to improve forests [15, 103, 104, 105].

5.1 Proposed approach

The overall approach is similar to the previous chapter.
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1. Train a sparse oblique tree using TAO [10, 14] and pick the sparsity parameter

such that the resultant tree is as sparse as possible but remains accurate enough.

2. Use the weights of decision nodes to extract relevant features from the dataset.

5.1.1 Interpreting weights of the decision nodes

For a given input x ∈ R
d we define the decision rule at a decision node i as

follows: “if wT
i x + bi ≥ 0, then go to right child, else go to the left child”, where

w ∈ R
d is the weight vector of node i and bi ∈ R is the bias. Next, to extract features

we apply following operation.

Write w and x as w = (w0 w− w+) and x = (x0 x− x+), where w0 = 0, w− < 0

and w+ > 0 contain the zero, negative and positive weights in w, and x is arranged

accordingly. Call S0, S− and S+ the corresponding sets of indices in w. Now, if x

goes to the right, we represent the feature selected as a binary vector µ+ ∈ {0, 1}d,

containing ones only at S+. Similarly, if x goes to the left binary vector µ− ∈ {0, 1}d,

containing ones only at S−. We call µ+ and µ− the Node-Features, where location

of one represents features selected by w.

We use Node-Features, to interpret the dataset as follows:

1. For each decision node Node-Features represents the features related to left

and right subtree. By using Node-Features, we can understand what set of

features separates a group of classes.

2. Features associated with a class k: for each node in the path from the root to

leaf for class k collect Node-Features, and at the end take logical OR of all

Node-Features. If there is more than one leaf for class k, take the union of

all the features selected.

3. For features specific to a given input x: repeat the process as above, but only

for the leaf containing the input x. Next, keep only those features that are
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T-shirt/top(0) Trouser(1) Pullover(2) Dress(3) Coat(4)

Sandal(5) Shirt(6) Sneaker(7) Bag(8) Ankle boot(9)

Figure 5.1: Single instance of each class in Fashion-MNIST dataset.

active in the x.

Since selected features contain the raw pixel value, we can plot them to visualize

what concept is captured by these features.

5.2 Experiments

5.2.1 Datasets description

In order to validate our approach, we test it on three types of image datasets.

The first category is the image dataset where input features are raw pixels: Fashion-

MNIST [95] and MNIST, where each input is in R
784 space. The second category is

the deep neural network features. For LeNet5 [51] features, we extract features from

the last convolution layer of a pre-trained LeNet5 trained on MNIST. Each input in

this dataset is R800 space. Next, for VGG features, we use features from a pre-trained

VGG16 [77] network trained on a subset of 16 classes from the Imagenet dataset [21].
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Raw pixels (Fashion-MNIST, 784 features) Total
T-shirt(0) Trouser(1) Pullover(2) Dress(3) Coat(4) Sandal(5)

154 166 283 153 293 155 440
Shirt(6) Sneaker(7) Bag(8) Ankle boot(9)
157 299 177 163

Raw pixels (MNIST, 784 features)
0 1 2 3 4 5
254 164 329 239 290 212 377
6 7 8 9
224 260 293 201

Deep net features (LeNet5 features, 800 features)
0 1 2 3 4 5
91 173 96 171 138 96 395
6 7 8 9
114 191 171 138

Deep net features (VGG16 features, 8192 features)
0 1 2 3 4 5
352 444 572 710 554 544
6 7 8 9 10 11
836 435 440 426 422 419 2730
12 13 14 15
439 406 451 746

Hand-crafted features (Segment, 19 features)
0 1 2 3 4 5
9 7 11 11 9 8 14
6 7
8 9

Table 5.1: Number of feature selected by the sparse oblique tree for different dataset.
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Figure 5.2: Classification error (training and test) and number of nodes and of
features selected by the trees as a function of λ for Fashion-MNIST dataset. The
vertical line indicates the tree we selected (λ = 2000).

Again we use features from the last convolution layer of the network, and each input

is in R
8192 space. The final category is the hand-crafted features; here, we use the

Segment dataset. It is a UCI [8] dataset where the instances were drawn randomly

from a database of 7 outdoor images. The images were hand-segmented to create a

classification for every pixel, and each input is in R
19 space.

Here, we discuss the interpretibility results on Fashion-MNIST [95] (figure 5.1),

and summarize other datasets in the table 5.2 and 5.1.

5.2.2 Experiment setup

For each dataset, we choose an initial tree structure for TAO of a certain depth

and random initial values for the weights at the nodes. The decision nodes are

hyperplanes, and each leaf contains a single class label. We constructed a collection

of trees over a range of sparsity parameter λ ∈ [0,∞). From these trees, we pick the

tree that is accurate as well as sparse enough for interpretability. In table 5.2 we

report the results of these trees. In the same table, we also report the best accuracy,

in which case the tree is deeper and less sparse. Although, we would not use those

trees for interpretability.

We also trained a CART tree for each dataset, and as mentioned earlier, as the
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Model Training Error Test Error Height # Nodes

Fashion MNIST
TAO (best) 5.88 14.11 8 211

TAO 16.84 18.08 5 25
CART 2.14 20.88 30 9443

MNIST
TAO (best) 1.57 5.26 8 177

TAO 9.23 9.58 6 39
CART 0.42 12.26 20 6857

LeNet5 features
TAO (best) 0.02 1.78 6 166

TAO 2.35 2.65 6 23
CART 0.31 6.56 20 3165

VGG features
TAO (best) 0 7.62 6 51

TAO 2.35 2.65 6 39
CART 0.31 6.56 20 3165

Segment
TAO 3.23 3.57 6 27
CART 0.05 5.62 14 129

Table 5.2: Training and test errors, and parameter for CART and TAO on different
datasets. If TAO (best) is present in a row, it represents best tree for classification,
but we do not use that tree for interpretability.

dataset becomes complicated, the CART tree becomes really difficult to interpret

due to a large number of nodes, as shown in table 5.2 and figure 5.5.

5.2.3 Interpretability results on Fashion-MNIST

For the Fashion-MNIST dataset, we use the initial tree of depth 5 (total 31 nodes),

and train it over a range of sparsity parameter λ as mentioned above. In figure 5.2

we show the training/test errors as a function of sparsity parameters. Using these
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Figure 5.3: Tree selected to interpret the Fashion-MNIST dataset (λ = 2000). At
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value = [0, 0, 0, 0, 0, 0, 0, 446, 0, 5]

X[511] <= -51.378
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[317] <= -90.969
gini = 0.005

samples = 3274
value = [0, 0, 0, 0, 0, 1, 0, 7, 0, 3266]

X[505] <= 159.107
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 4]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 573

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 573]

X[238] <= -87.019
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 6]

X[134] <= -44.066
gini = 0.375
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 2]

X[522] <= -20.083
gini = 0.145

samples = 76
value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 70]

X[658] <= 114.264
gini = 0.18

samples = 10
value = [1, 0, 0, 9, 0, 0, 0, 0, 0, 0]

X[19] <= 142.091
gini = 0.004

samples = 1848
value = [3, 1, 0, 1844, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 9, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 196

value = [0, 0, 0, 196, 0, 0, 0, 0, 0, 0]

X[432] <= 50.704
gini = 0.32

samples = 5
value = [0, 0, 0, 4, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[316] <= -88.668
gini = 0.007

samples = 1953
value = [1946, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[244] <= 83.027
gini = 0.32

samples = 5
value = [4, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 17

value = [17, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[606] <= -7.978
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 1, 0]

X[379] <= 99.995
gini = 0.017

samples = 235
value = [0, 0, 0, 0, 0, 0, 0, 0, 233, 2]

X[206] <= -78.234
gini = 0.219
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 1, 7, 0]

X[456] <= 141.775
gini = 0.005

samples = 2467
value = [1, 0, 0, 0, 0, 2, 3, 0, 2461, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 0, 0, 0, 0, 18, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 173

value = [0, 0, 0, 0, 173, 0, 0, 0, 0, 0]

X[763] <= 129.911
gini = 0.025

samples = 399
value = [0, 0, 2, 0, 394, 0, 3, 0, 0, 0]

X[15] <= 148.594
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[760] <= 157.957
gini = 0.004

samples = 1126
value = [0, 0, 0, 0, 2, 0, 1124, 0, 0, 0]

X[387] <= -72.393
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 1, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[89] <= -14.057
gini = 0.053

samples = 148
value = [0, 0, 4, 0, 144, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[51] <= 0.018
gini = 0.064

samples = 760
value = [1, 0, 18, 0, 735, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[20] <= 158.891
gini = 0.034

samples = 116
value = [1, 0, 0, 0, 1, 0, 114, 0, 0, 0]

X[451] <= 152.304
gini = 0.375
samples = 8

value = [0, 0, 2, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[126] <= 145.949
gini = 0.062

samples = 1477
value = [4, 0, 1430, 0, 14, 0, 29, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[12] <= 139.407
gini = 0.059

samples = 66
value = [0, 0, 64, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[390] <= -7.801
gini = 0.469
samples = 8

value = [0, 0, 0, 0, 0, 3, 0, 5, 0, 0]

X[277] <= 206.63
gini = 0.026

samples = 378
value = [0, 0, 0, 0, 0, 4, 0, 373, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[251] <= 57.935
gini = 0.005

samples = 2986
value = [0, 0, 0, 0, 0, 5, 0, 2979, 0, 2]

X[434] <= 87.044
gini = 0.219
samples = 8

value = [0, 0, 0, 0, 0, 1, 0, 7, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[497] <= 20.067
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

gini = 0.0
samples = 101

value = [0, 0, 0, 0, 0, 0, 0, 101, 0, 0]

X[335] <= 204.464
gini = 0.026

samples = 453
value = [0, 0, 0, 0, 0, 0, 0, 447, 0, 6]

X[405] <= -4.551
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 0]

X[342] <= -67.214
gini = 0.005

samples = 3279
value = [0, 0, 0, 0, 0, 1, 0, 8, 0, 3270]

X[623] <= 54.6
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 4]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

X[354] <= 104.537
gini = 0.003

samples = 580
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 579]

X[164] <= 73.477
gini = 0.245

samples = 84
value = [0, 0, 0, 0, 0, 0, 0, 12, 0, 72]

X[739] <= -74.922
gini = 0.005

samples = 1858
value = [4, 1, 0, 1853, 0, 0, 0, 0, 0, 0]

X[8] <= 42.301
gini = 0.18

samples = 10
value = [0, 0, 0, 9, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 8, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[581] <= -87.782
gini = 0.01

samples = 201
value = [0, 0, 0, 200, 1, 0, 0, 0, 0, 0]

X[216] <= 56.819
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[722] <= 104.551
gini = 0.008

samples = 1958
value = [1950, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[467] <= -1.941
gini = 0.188

samples = 19
value = [17, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[207] <= -95.571
gini = 0.025

samples = 237
value = [0, 0, 0, 0, 0, 1, 0, 0, 234, 2]

gini = 0.0
samples = 25

value = [0, 0, 0, 0, 0, 0, 0, 0, 25, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 4, 0]

X[430] <= -126.688
gini = 0.006

samples = 2475
value = [1, 0, 0, 0, 0, 2, 3, 1, 2468, 0]

X[425] <= 175.917
gini = 0.18

samples = 20
value = [0, 0, 0, 0, 0, 0, 2, 0, 18, 0]

X[238] <= -101.519
gini = 0.011

samples = 174
value = [0, 0, 1, 0, 173, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[13] <= 181.629
gini = 0.03

samples = 402
value = [0, 0, 2, 0, 396, 0, 4, 0, 0, 0]

X[628] <= 78.206
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 38

value = [0, 0, 0, 0, 0, 0, 38, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[126] <= 146.449
gini = 0.005

samples = 1131
value = [0, 0, 0, 0, 3, 0, 1128, 0, 0, 0]

X[663] <= -8.854
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[383] <= -79.034
gini = 0.065

samples = 149
value = [0, 0, 5, 0, 144, 0, 0, 0, 0, 0]

X[44] <= 61.416
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 0, 19, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[11] <= 190.581
gini = 0.067

samples = 761
value = [1, 0, 18, 0, 735, 0, 7, 0, 0, 0]

X[413] <= 41.947
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[43] <= 139.805
gini = 0.063

samples = 124
value = [1, 0, 2, 0, 1, 0, 120, 0, 0, 0]

X[654] <= 50.791
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 255

value = [0, 0, 255, 0, 0, 0, 0, 0, 0, 0]

X[736] <= 63.389
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[350] <= 111.817
gini = 0.063

samples = 1478
value = [4, 0, 1430, 0, 15, 0, 29, 0, 0, 0]

X[256] <= 105.499
gini = 0.48

samples = 5
value = [0, 0, 3, 0, 2, 0, 0, 0, 0, 0]

X[598] <= 114.6
gini = 0.086

samples = 67
value = [0, 0, 64, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[496] <= 107.915
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 183

value = [0, 0, 183, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[385] <= -112.703
gini = 0.041

samples = 386
value = [0, 0, 0, 0, 0, 7, 0, 378, 0, 1]

X[377] <= -81.751
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 33

value = [0, 0, 0, 0, 0, 0, 0, 33, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

X[287] <= -78.827
gini = 0.005

samples = 2994
value = [0, 0, 0, 0, 0, 6, 0, 2986, 0, 2]

X[493] <= 51.755
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 1, 0, 4, 0, 0]

gini = 0.0
samples = 31

value = [0, 0, 0, 0, 0, 0, 0, 31, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[376] <= -94.929
gini = 0.019

samples = 103
value = [0, 0, 0, 0, 0, 0, 0, 102, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[179] <= -100.79
gini = 0.03

samples = 455
value = [0, 0, 0, 0, 0, 1, 0, 448, 0, 6]

X[241] <= 58.939
gini = 0.408
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

X[288] <= -87.473
gini = 0.006

samples = 3284
value = [0, 0, 0, 0, 0, 1, 0, 9, 0, 3274]

X[568] <= -10.239
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 2]

X[563] <= 145.51
gini = 0.469
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 3]

X[419] <= 30.957
gini = 0.038

samples = 664
value = [0, 0, 0, 0, 0, 0, 0, 13, 0, 651]

X[177] <= 159.18
gini = 0.006

samples = 1868
value = [4, 1, 0, 1862, 0, 0, 1, 0, 0, 0]

X[686] <= 5.625
gini = 0.198
samples = 9

value = [0, 1, 0, 8, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[411] <= -11.654
gini = 0.32

samples = 5
value = [0, 0, 0, 1, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 171

value = [0, 0, 0, 0, 171, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[497] <= -101.933
gini = 0.02

samples = 203
value = [0, 0, 0, 201, 2, 0, 0, 0, 0, 0]

X[49] <= -12.132
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[292] <= -5.435
gini = 0.375
samples = 8

value = [2, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[236] <= 40.834
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[272] <= 138.585
gini = 0.01

samples = 1977
value = [1967, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 134

value = [134, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[296] <= 58.222
gini = 0.375
samples = 4

value = [3, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[428] <= -104.758
gini = 0.033

samples = 238
value = [0, 0, 0, 0, 0, 2, 0, 0, 234, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[76] <= -44.875
gini = 0.074

samples = 26
value = [0, 0, 0, 1, 0, 0, 0, 0, 25, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[634] <= -51.223
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 1, 0, 0, 0, 4, 0]

X[398] <= 165.561
gini = 0.007

samples = 2495
value = [1, 0, 0, 0, 0, 2, 5, 1, 2486, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[545] <= 109.83
gini = 0.023

samples = 175
value = [0, 0, 2, 0, 173, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 82

value = [0, 0, 0, 0, 82, 0, 0, 0, 0, 0]

X[491] <= 3.353
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[686] <= 152.625
gini = 0.034

samples = 404
value = [0, 0, 2, 0, 397, 0, 5, 0, 0, 0]

X[287] <= 150.673
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[9] <= -11.935
gini = 0.05

samples = 39
value = [0, 0, 0, 0, 1, 0, 38, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[179] <= 140.21
gini = 0.007

samples = 1134
value = [0, 0, 0, 0, 4, 0, 1130, 0, 0, 0]

X[382] <= -37.049
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 231

value = [0, 0, 231, 0, 0, 0, 0, 0, 0, 0]

X[488] <= -38.677
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[635] <= -73.588
gini = 0.077

samples = 150
value = [0, 0, 6, 0, 144, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 8, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[70] <= 17.795
gini = 0.177

samples = 21
value = [1, 0, 0, 0, 19, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[43] <= -112.195
gini = 0.069

samples = 762
value = [1, 0, 18, 0, 735, 0, 7, 0, 1, 0]

X[259] <= 152.315
gini = 0.611
samples = 6

value = [0, 0, 2, 0, 3, 0, 0, 0, 1, 0]

X[23] <= 3.15
gini = 0.077

samples = 126
value = [2, 0, 2, 0, 1, 0, 121, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[483] <= 117.98
gini = 0.008

samples = 259
value = [0, 0, 258, 0, 0, 0, 1, 0, 0, 0]

X[695] <= 12.906
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[125] <= 148.633
gini = 0.066

samples = 1483
value = [4, 0, 1433, 0, 17, 0, 29, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[77] <= 216.724
gini = 0.112

samples = 68
value = [0, 0, 64, 0, 1, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[36] <= 10.455
gini = 0.011

samples = 186
value = [0, 0, 185, 0, 1, 0, 0, 0, 0, 0]

X[68] <= 101.09
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[560] <= -5.152
gini = 0.05

samples = 389
value = [0, 0, 0, 0, 0, 9, 0, 379, 0, 1]

X[380] <= 32.082
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 0, 3, 0, 2, 0, 0]

X[412] <= -3.771
gini = 0.153

samples = 36
value = [0, 0, 0, 0, 0, 3, 0, 33, 0, 0]

X[278] <= 224.133
gini = 0.006

samples = 2999
value = [0, 0, 0, 0, 0, 7, 0, 2990, 0, 2]

X[494] <= 95.01
gini = 0.061

samples = 32
value = [0, 0, 0, 0, 0, 1, 0, 31, 0, 0]

X[250] <= 3.518
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[332] <= 185.509
gini = 0.038

samples = 104
value = [0, 0, 0, 0, 0, 0, 0, 102, 0, 2]

X[293] <= 106.181
gini = 0.038

samples = 462
value = [0, 0, 0, 0, 0, 1, 0, 453, 0, 8]

X[330] <= -10.794
gini = 0.444
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 2]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 9]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 85

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 85]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[67] <= -54.293
gini = 0.007

samples = 3287
value = [0, 0, 0, 0, 0, 2, 0, 9, 0, 3276]

X[653] <= -109.393
gini = 0.052

samples = 672
value = [0, 0, 0, 0, 0, 0, 0, 18, 0, 654]

gini = 0.0
samples = 20

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 20]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 36

value = [0, 0, 0, 36, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[767] <= 188.447
gini = 0.007

samples = 1877
value = [4, 2, 0, 1870, 0, 0, 1, 0, 0, 0]

X[523] <= -117.565
gini = 0.245
samples = 7

value = [1, 0, 0, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[351] <= -12.837
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[411] <= -9.654
gini = 0.011

samples = 176
value = [0, 0, 0, 1, 175, 0, 0, 0, 0, 0]

X[64] <= 60.851
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 2, 0, 0, 0, 0, 0]

X[519] <= 96.185
gini = 0.029

samples = 205
value = [0, 0, 0, 202, 3, 0, 0, 0, 0, 0]

X[626] <= 73.619
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 149

value = [149, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[775] <= 63.791
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[258] <= 111.672
gini = 0.49

samples = 14
value = [8, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 42

value = [42, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[188] <= -36.922
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[44] <= -108.084
gini = 0.011

samples = 1980
value = [1969, 0, 0, 0, 0, 0, 11, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[105] <= 190.711
gini = 0.014

samples = 138
value = [137, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[592] <= -58.565
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

X[571] <= -102.2
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

X[572] <= 107.345
gini = 0.041

samples = 239
value = [0, 0, 0, 0, 0, 3, 0, 0, 234, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[503] <= 135.622
gini = 0.14

samples = 27
value = [0, 0, 0, 1, 0, 1, 0, 0, 25, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[581] <= -91.282
gini = 0.008

samples = 2500
value = [1, 0, 0, 0, 1, 2, 5, 1, 2490, 0]

X[772] <= 62.887
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[178] <= 123.226
gini = 0.034

samples = 176
value = [0, 0, 3, 0, 173, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[623] <= 144.6
gini = 0.024

samples = 84
value = [0, 0, 0, 0, 83, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[718] <= 153.762
gini = 0.039

samples = 406
value = [0, 0, 3, 0, 398, 0, 5, 0, 0, 0]

X[413] <= 85.947
gini = 0.444
samples = 6

value = [0, 0, 2, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[205] <= 146.835
gini = 0.095

samples = 40
value = [0, 0, 0, 0, 2, 0, 38, 0, 0, 0]

X[717] <= 93.147
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 116

value = [0, 0, 0, 0, 0, 0, 116, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[776] <= 41.424
gini = 0.009

samples = 1137
value = [0, 0, 0, 0, 5, 0, 1132, 0, 0, 0]

X[133] <= 143.539
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[747] <= 92.672
gini = 0.009

samples = 233
value = [0, 0, 232, 0, 1, 0, 0, 0, 0, 0]

X[625] <= -9.034
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[33] <= 0.416
gini = 0.088

samples = 151
value = [0, 0, 7, 0, 144, 0, 0, 0, 0, 0]

X[427] <= 116.465
gini = 0.198
samples = 9

value = [0, 0, 1, 0, 8, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 25

value = [0, 0, 0, 0, 25, 0, 0, 0, 0, 0]

X[201] <= 111.223
gini = 0.381

samples = 25
value = [1, 0, 0, 0, 19, 0, 5, 0, 0, 0]

X[245] <= 147.456
gini = 0.076

samples = 768
value = [1, 0, 20, 0, 738, 0, 7, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 27

value = [0, 0, 0, 0, 27, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[212] <= 122.235
gini = 0.091

samples = 127
value = [3, 0, 2, 0, 1, 0, 121, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[288] <= 163.527
gini = 0.015

samples = 261
value = [0, 0, 259, 0, 0, 0, 2, 0, 0, 0]

X[730] <= 23.224
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[13] <= 193.129
gini = 0.067

samples = 1484
value = [4, 0, 1433, 0, 17, 0, 30, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[127] <= 25.817
gini = 0.5

samples = 4
value = [0, 0, 2, 0, 2, 0, 0, 0, 0, 0]

X[431] <= 92.415
gini = 0.137

samples = 69
value = [0, 0, 64, 0, 2, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[44] <= 122.416
gini = 0.408
samples = 7

value = [0, 0, 5, 0, 2, 0, 0, 0, 0, 0]

X[100] <= 137.009
gini = 0.021

samples = 188
value = [0, 0, 186, 0, 2, 0, 0, 0, 0, 0]

X[293] <= 124.681
gini = 0.064

samples = 394
value = [0, 0, 0, 0, 0, 12, 0, 381, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[411] <= -135.154
gini = 0.008

samples = 3035
value = [0, 0, 0, 0, 0, 10, 0, 3023, 0, 2]

X[518] <= 76.893
gini = 0.157

samples = 35
value = [0, 0, 0, 0, 0, 3, 0, 32, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[301] <= 20.675
gini = 0.056

samples = 105
value = [0, 0, 0, 0, 0, 0, 0, 102, 0, 3]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

X[328] <= 129.048
gini = 0.046

samples = 468
value = [0, 0, 0, 0, 0, 1, 0, 457, 0, 10]

X[610] <= -30.29
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[400] <= -103.194
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 9]

X[395] <= -20.728
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 1]

X[340] <= -31.727
gini = 0.023

samples = 86
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 85]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 13]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

X[689] <= -90.474
gini = 0.015

samples = 3959
value = [0, 0, 0, 0, 0, 2, 0, 27, 0, 3930]

X[486] <= 78.061
gini = 0.227

samples = 23
value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 20]

gini = 0.0
samples = 10

value = [0, 0, 0, 10, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[17] <= 41.847
gini = 0.444
samples = 3

value = [0, 2, 0, 1, 0, 0, 0, 0, 0, 0]

X[713] <= 158.894
gini = 0.053

samples = 37
value = [0, 0, 0, 36, 0, 0, 1, 0, 0, 0]

X[119] <= 183.361
gini = 0.008

samples = 1884
value = [5, 2, 0, 1876, 0, 0, 1, 0, 0, 0]

X[690] <= 94.442
gini = 0.245
samples = 7

value = [0, 0, 1, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 162

value = [0, 0, 0, 162, 0, 0, 0, 0, 0, 0]

X[182] <= 77.413
gini = 0.406
samples = 8

value = [1, 0, 0, 6, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 4, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 0, 24, 0, 0, 0, 0, 0, 0]

X[576] <= 43.784
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[150] <= 18.515
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

X[202] <= -31.46
gini = 0.022

samples = 179
value = [0, 0, 0, 2, 177, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[748] <= 200.326
gini = 0.038

samples = 207
value = [1, 0, 0, 203, 3, 0, 0, 0, 0, 0]

X[317] <= 88.031
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

X[208] <= 145.135
gini = 0.013

samples = 152
value = [151, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[373] <= 80.191
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 174

value = [174, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[776] <= 16.924
gini = 0.191

samples = 56
value = [50, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[689] <= -97.474
gini = 0.012

samples = 1983
value = [1971, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[288] <= 109.527
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 7

value = [7, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[359] <= -88.563
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[299] <= 119.423
gini = 0.028

samples = 140
value = [138, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[502] <= -6.928
gini = 0.56

samples = 5
value = [0, 0, 0, 0, 0, 0, 0, 1, 3, 1]

gini = 0.0
samples = 120

value = [0, 0, 0, 0, 0, 0, 0, 0, 120, 0]

X[6] <= -0.322
gini = 0.049

samples = 240
value = [0, 0, 0, 0, 1, 3, 0, 0, 234, 2]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[594] <= -12.6
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 44

value = [0, 0, 0, 0, 0, 0, 0, 0, 44, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[453] <= 157.372
gini = 0.25

samples = 29
value = [0, 0, 0, 1, 0, 1, 0, 2, 25, 0]

X[12] <= 6.907
gini = 0.009

samples = 2502
value = [1, 0, 0, 0, 1, 2, 6, 1, 2491, 0]

X[548] <= -5.103
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 5, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[233] <= -83.825
gini = 0.044

samples = 177
value = [0, 0, 3, 0, 173, 0, 1, 0, 0, 0]

X[575] <= 20.553
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[349] <= -14.63
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[658] <= -96.736
gini = 0.046

samples = 85
value = [0, 0, 0, 0, 83, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[94] <= 92.808
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 3, 0, 2, 0, 0, 0]

X[34] <= -1.857
gini = 0.048

samples = 412
value = [0, 0, 5, 0, 402, 0, 5, 0, 0, 0]

X[583] <= -50.724
gini = 0.138

samples = 41
value = [0, 0, 1, 0, 2, 0, 38, 0, 0, 0]

X[778] <= 95.081
gini = 0.531
samples = 8

value = [0, 0, 2, 0, 5, 0, 1, 0, 0, 0]

X[5] <= 1.085
gini = 0.017

samples = 117
value = [0, 0, 0, 0, 1, 0, 116, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[151] <= 134.492
gini = 0.01

samples = 1139
value = [0, 0, 0, 0, 6, 0, 1133, 0, 0, 0]

X[778] <= 13.581
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 140

value = [0, 0, 0, 0, 0, 0, 140, 0, 0, 0]

X[190] <= 10.55
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[327] <= 104.703
gini = 0.017

samples = 236
value = [0, 0, 234, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[638] <= -22.66
gini = 0.1

samples = 152
value = [0, 0, 7, 0, 144, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[663] <= 33.146
gini = 0.5

samples = 16
value = [0, 0, 8, 0, 8, 0, 0, 0, 0, 0]

X[101] <= -11.212
gini = 0.074

samples = 26
value = [0, 0, 0, 0, 25, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[289] <= 33.047
gini = 0.088

samples = 793
value = [2, 0, 20, 0, 757, 0, 12, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[540] <= -75.151
gini = 0.069

samples = 28
value = [0, 0, 0, 0, 27, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[203] <= 104.615
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 253

value = [0, 0, 0, 0, 253, 0, 0, 0, 0, 0]

X[369] <= 137.345
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 13, 0, 0, 0, 0, 0]

gini = 0.0
samples = 45

value = [0, 0, 0, 0, 45, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[3] <= 3.396
gini = 0.105

samples = 128
value = [4, 0, 2, 0, 1, 0, 121, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[189] <= 126.156
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 72

value = [0, 0, 72, 0, 0, 0, 0, 0, 0, 0]

X[583] <= 160.276
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[58] <= 0.233
gini = 0.023

samples = 263
value = [0, 0, 260, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[93] <= -80.727
gini = 0.068

samples = 1485
value = [4, 0, 1433, 0, 17, 0, 31, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 109

value = [0, 0, 109, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[778] <= 103.581
gini = 0.653
samples = 7

value = [0, 0, 2, 0, 2, 0, 3, 0, 0, 0]

X[21] <= 0.52
gini = 0.182

samples = 71
value = [0, 0, 64, 0, 2, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[387] <= -4.393
gini = 0.04

samples = 195
value = [0, 0, 191, 0, 4, 0, 0, 0, 0, 0]

X[394] <= 221.041
gini = 0.073

samples = 396
value = [0, 0, 0, 0, 0, 14, 0, 381, 0, 1]

X[309] <= -2.713
gini = 0.01

samples = 3070
value = [0, 0, 0, 0, 0, 13, 0, 3055, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[377] <= -105.751
gini = 0.073

samples = 106
value = [0, 0, 0, 0, 0, 1, 0, 102, 0, 3]

X[296] <= -108.778
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 0, 2, 0, 3, 0, 0]

X[546] <= 108.002
gini = 0.054

samples = 473
value = [0, 0, 0, 0, 0, 1, 0, 460, 0, 12]

gini = 0.0
samples = 92

value = [0, 0, 0, 0, 0, 0, 0, 92, 0, 0]

X[299] <= 46.923
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 6]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[404] <= -30.402
gini = 0.526

samples = 17
value = [0, 0, 0, 0, 0, 1, 0, 6, 0, 10]

X[504] <= 107.807
gini = 0.066

samples = 88
value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 85]

X[752] <= -12.211
gini = 0.305

samples = 16
value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 13]

X[359] <= 162.437
gini = 0.016

samples = 3982
value = [0, 0, 0, 0, 0, 2, 0, 30, 0, 3950]

X[243] <= -118.694
gini = 0.165

samples = 11
value = [0, 1, 0, 10, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 169

value = [0, 0, 0, 169, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[770] <= -12.656
gini = 0.141

samples = 40
value = [0, 2, 0, 37, 0, 0, 1, 0, 0, 0]

X[209] <= 143.248
gini = 0.009

samples = 1891
value = [5, 2, 1, 1882, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[44] <= 135.916
gini = 0.023

samples = 170
value = [1, 0, 0, 168, 0, 0, 1, 0, 0, 0]

X[716] <= 61.38
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[687] <= 139.014
gini = 0.32

samples = 5
value = [0, 4, 0, 1, 0, 0, 0, 0, 0, 0]

X[773] <= -8.472
gini = 0.077

samples = 25
value = [0, 0, 0, 24, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 56

value = [0, 0, 0, 56, 0, 0, 0, 0, 0, 0]

X[380] <= 44.082
gini = 0.625
samples = 4

value = [0, 1, 0, 2, 1, 0, 0, 0, 0, 0]

X[373] <= -62.809
gini = 0.033

samples = 181
value = [0, 0, 0, 3, 178, 0, 0, 0, 0, 0]

X[458] <= 72.677
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

X[685] <= 147.905
gini = 0.047

samples = 209
value = [1, 0, 0, 204, 3, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[42] <= 143.418
gini = 0.025

samples = 155
value = [153, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[664] <= 54.551
gini = 0.051

samples = 230
value = [224, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [7, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[161] <= 107.25
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[443] <= -88.309
gini = 0.013

samples = 1985
value = [1972, 0, 0, 0, 0, 0, 13, 0, 0, 0]

X[92] <= 132.508
gini = 0.346
samples = 9

value = [7, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[581] <= -32.782
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[44] <= -1.084
gini = 0.041

samples = 142
value = [139, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[455] <= -76.876
gini = 0.032

samples = 125
value = [0, 0, 0, 0, 0, 0, 0, 1, 123, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[354] <= 99.037
gini = 0.057

samples = 241
value = [1, 0, 0, 0, 1, 3, 0, 0, 234, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[188] <= -12.922
gini = 0.625
samples = 4

value = [1, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[401] <= -78.727
gini = 0.043

samples = 45
value = [0, 0, 1, 0, 0, 0, 0, 0, 44, 0]

X[169] <= 41.704
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[568] <= -13.739
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[386] <= -109.352
gini = 0.012

samples = 2531
value = [1, 0, 0, 1, 1, 3, 6, 3, 2516, 0]

X[421] <= 33.021
gini = 0.449
samples = 7

value = [0, 0, 1, 0, 1, 0, 0, 0, 5, 0]

X[663] <= 139.146
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

X[8] <= -2.199
gini = 0.065

samples = 180
value = [0, 0, 3, 0, 174, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[294] <= 33.263
gini = 0.346
samples = 9

value = [0, 0, 2, 0, 7, 0, 0, 0, 0, 0]

X[404] <= -48.902
gini = 0.625
samples = 4

value = [0, 0, 2, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 13, 0, 0, 0, 0, 0]

X[468] <= 127.865
gini = 0.067

samples = 86
value = [0, 0, 0, 0, 83, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[383] <= -132.034
gini = 0.056

samples = 417
value = [0, 0, 5, 0, 405, 0, 7, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[12] <= 95.407
gini = 0.342

samples = 49
value = [0, 0, 3, 0, 7, 0, 39, 0, 0, 0]

X[7] <= 3.775
gini = 0.033

samples = 118
value = [0, 0, 0, 0, 2, 0, 116, 0, 0, 0]

X[60] <= 1.394
gini = 0.012

samples = 1141
value = [0, 0, 1, 0, 6, 0, 1134, 0, 0, 0]

X[471] <= 35.485
gini = 0.408
samples = 7

value = [0, 0, 0, 0, 2, 0, 5, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[720] <= 185.285
gini = 0.014

samples = 142
value = [0, 0, 0, 0, 1, 0, 141, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[186] <= 90.438
gini = 0.025

samples = 237
value = [0, 0, 234, 0, 3, 0, 0, 0, 0, 0]

X[17] <= -6.653
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[14] <= 190.977
gini = 0.112

samples = 153
value = [0, 0, 7, 0, 144, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[453] <= 112.872
gini = 0.346

samples = 42
value = [0, 0, 8, 0, 33, 0, 0, 0, 1, 0]

X[554] <= -82.876
gini = 0.09

samples = 794
value = [2, 0, 20, 1, 757, 0, 12, 0, 2, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[174] <= -15.024
gini = 0.131

samples = 29
value = [0, 0, 1, 0, 27, 0, 1, 0, 0, 0]

X[760] <= 64.957
gini = 0.5

samples = 6
value = [0, 0, 3, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[70] <= -90.705
gini = 0.008

samples = 256
value = [0, 0, 1, 0, 255, 0, 0, 0, 0, 0]

X[546] <= 54.502
gini = 0.32

samples = 16
value = [0, 0, 1, 0, 13, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[359] <= 140.937
gini = 0.043

samples = 46
value = [0, 0, 0, 0, 45, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 55

value = [0, 0, 0, 0, 0, 0, 55, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[780] <= -4.986
gini = 0.118

samples = 129
value = [5, 0, 2, 0, 1, 0, 121, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[403] <= 4.415
gini = 0.667
samples = 3

value = [1, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[9] <= 162.565
gini = 0.027

samples = 74
value = [1, 0, 73, 0, 0, 0, 0, 0, 0, 0]

X[748] <= 182.826
gini = 0.03

samples = 264
value = [0, 0, 260, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[103] <= 163.263
gini = 0.069

samples = 1486
value = [4, 0, 1433, 0, 17, 0, 32, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[565] <= 12.768
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[104] <= 179.407
gini = 0.018

samples = 110
value = [0, 0, 109, 0, 1, 0, 0, 0, 0, 0]

X[132] <= 94.118
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 1, 0, 4, 0, 0, 0]

X[556] <= 37.809
gini = 0.271

samples = 78
value = [0, 0, 66, 0, 4, 0, 8, 0, 0, 0]

X[344] <= -92.583
gini = 0.05

samples = 196
value = [0, 0, 191, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[390] <= 46.199
gini = 0.017

samples = 3466
value = [0, 0, 0, 0, 0, 27, 0, 3436, 0, 3]

X[434] <= 16.044
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

X[427] <= -79.535
gini = 0.09

samples = 107
value = [0, 0, 0, 0, 0, 1, 0, 102, 1, 3]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

X[470] <= -109.249
gini = 0.061

samples = 478
value = [0, 0, 0, 0, 0, 3, 0, 463, 0, 12]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[584] <= 185.083
gini = 0.021

samples = 94
value = [0, 0, 0, 0, 0, 0, 0, 93, 0, 1]

X[573] <= -1.541
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[659] <= -61.093
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 6]

gini = 0.0
samples = 308

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 308]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[295] <= -115.463
gini = 0.174

samples = 105
value = [0, 0, 0, 0, 0, 1, 0, 9, 0, 95]

X[470] <= -107.749
gini = 0.017

samples = 3998
value = [0, 0, 0, 0, 0, 5, 0, 30, 0, 3963]

X[124] <= -64.505
gini = 0.011

samples = 180
value = [0, 1, 0, 179, 0, 0, 0, 0, 0, 0]

X[458] <= 42.677
gini = 0.444
samples = 3

value = [0, 1, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[156] <= -98.073
gini = 0.012

samples = 1931
value = [5, 4, 1, 1919, 0, 0, 2, 0, 0, 0]

X[745] <= 162.933
gini = 0.278
samples = 6

value = [0, 0, 0, 5, 0, 0, 1, 0, 0, 0]

X[763] <= 118.411
gini = 0.034

samples = 172
value = [2, 0, 0, 169, 0, 0, 1, 0, 0, 0]

X[568] <= -107.239
gini = 0.287

samples = 30
value = [0, 4, 0, 25, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 43

value = [0, 0, 0, 43, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[320] <= 27.889
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[461] <= 88.066
gini = 0.065

samples = 60
value = [0, 1, 0, 58, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[678] <= -59.757
gini = 0.043

samples = 183
value = [0, 0, 0, 4, 179, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[493] <= 92.755
gini = 0.056

samples = 210
value = [1, 0, 0, 204, 4, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[8] <= 160.801
gini = 0.038

samples = 156
value = [153, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[632] <= 83.133
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[272] <= 138.085
gini = 0.059

samples = 231
value = [224, 0, 0, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[539] <= -49.533
gini = 0.32

samples = 10
value = [8, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[695] <= -44.594
gini = 0.015

samples = 1994
value = [1979, 0, 0, 0, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 28

value = [28, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[219] <= 61.551
gini = 0.054

samples = 144
value = [140, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[349] <= 98.87
gini = 0.047

samples = 126
value = [0, 0, 0, 0, 0, 0, 0, 2, 123, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[182] <= 127.913
gini = 0.065

samples = 242
value = [1, 0, 0, 0, 1, 3, 1, 0, 234, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[295] <= -30.963
gini = 0.694
samples = 7

value = [1, 0, 1, 0, 3, 0, 2, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 7, 0]

X[513] <= 74.89
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

X[90] <= -33.817
gini = 0.122

samples = 47
value = [1, 0, 1, 0, 0, 0, 1, 0, 44, 0]

X[451] <= 108.804
gini = 0.56

samples = 5
value = [0, 0, 3, 0, 0, 1, 1, 0, 0, 0]

X[122] <= 124.655
gini = 0.013

samples = 2538
value = [1, 0, 1, 1, 2, 3, 6, 3, 2521, 0]

X[389] <= -15.487
gini = 0.56

samples = 5
value = [0, 0, 1, 0, 0, 0, 1, 0, 3, 0]

X[13] <= 175.629
gini = 0.085

samples = 182
value = [0, 0, 5, 0, 174, 0, 3, 0, 0, 0]

X[511] <= 20.622
gini = 0.569

samples = 12
value = [0, 0, 2, 0, 7, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[97] <= 22.857
gini = 0.304

samples = 17
value = [0, 0, 2, 0, 14, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[512] <= 105.897
gini = 0.088

samples = 87
value = [0, 0, 0, 0, 83, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 15, 0, 0, 0, 0, 0]

X[58] <= 0.233
gini = 0.061

samples = 418
value = [0, 0, 5, 0, 405, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[300] <= -45.796
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 12, 0, 0, 0, 0, 0]

gini = 0.0
samples = 33

value = [0, 0, 0, 0, 33, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[65] <= -48.867
gini = 0.135

samples = 167
value = [0, 0, 3, 0, 9, 0, 155, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[540] <= 99.849
gini = 0.016

samples = 1148
value = [0, 0, 1, 0, 8, 0, 1139, 0, 0, 0]

X[582] <= 39.99
gini = 0.5

samples = 4
value = [0, 0, 0, 0, 2, 0, 2, 0, 0, 0]

X[7] <= 2.275
gini = 0.028

samples = 143
value = [0, 0, 0, 0, 2, 0, 141, 0, 0, 0]

X[667] <= 105.981
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 11, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[128] <= 118.917
gini = 0.033

samples = 239
value = [0, 0, 235, 0, 4, 0, 0, 0, 0, 0]

X[50] <= -4.193
gini = 0.375
samples = 4

value = [0, 0, 1, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[612] <= 199.075
gini = 0.123

samples = 154
value = [0, 0, 7, 0, 144, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[374] <= -36.358
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

X[686] <= -68.875
gini = 0.106

samples = 836
value = [2, 0, 28, 1, 790, 0, 12, 0, 3, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[20] <= -3.609
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 1, 0, 0, 0]

X[105] <= 76.711
gini = 0.251

samples = 35
value = [0, 0, 4, 0, 30, 0, 1, 0, 0, 0]

X[512] <= 78.397
gini = 0.5

samples = 4
value = [0, 0, 2, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[174] <= 81.476
gini = 0.346
samples = 9

value = [0, 0, 2, 0, 7, 0, 0, 0, 0, 0]

X[715] <= 104.281
gini = 0.029

samples = 272
value = [0, 0, 2, 0, 268, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 114

value = [0, 0, 0, 0, 0, 0, 114, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[39] <= -58.657
gini = 0.081

samples = 47
value = [0, 0, 0, 0, 45, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[555] <= -9.223
gini = 0.165

samples = 11
value = [0, 0, 0, 0, 1, 0, 10, 0, 0, 0]

X[705] <= 176.803
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 1, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[12] <= 2.407
gini = 0.035

samples = 56
value = [0, 0, 1, 0, 0, 0, 55, 0, 0, 0]

X[180] <= 88.171
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[528] <= 184.537
gini = 0.132

samples = 130
value = [5, 0, 3, 0, 1, 0, 121, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 54

value = [0, 0, 54, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[354] <= 23.037
gini = 0.75

samples = 4
value = [1, 1, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[496] <= -103.585
gini = 0.052

samples = 75
value = [2, 0, 73, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[243] <= 135.306
gini = 0.037

samples = 265
value = [0, 0, 260, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[623] <= 128.6
gini = 0.071

samples = 1487
value = [4, 0, 1433, 0, 18, 0, 32, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[302] <= -12.077
gini = 0.052

samples = 112
value = [0, 0, 109, 0, 2, 0, 1, 0, 0, 0]

X[191] <= -22.108
gini = 0.343

samples = 83
value = [0, 0, 66, 0, 5, 0, 12, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[575] <= 104.053
gini = 0.059

samples = 197
value = [0, 0, 191, 0, 5, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[365] <= 222.141
gini = 0.018

samples = 3468
value = [0, 0, 0, 0, 0, 28, 0, 3437, 0, 3]

X[384] <= 11.02
gini = 0.444
samples = 6

value = [0, 0, 0, 0, 0, 2, 0, 4, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[531] <= 156.702
gini = 0.122

samples = 109
value = [0, 0, 0, 0, 0, 1, 0, 102, 1, 5]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[448] <= 160.855
gini = 0.065

samples = 479
value = [0, 0, 0, 0, 0, 3, 0, 463, 0, 13]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[380] <= 98.082
gini = 0.041

samples = 96
value = [0, 0, 0, 0, 0, 0, 0, 94, 0, 2]

X[450] <= 92.709
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

X[351] <= -90.837
gini = 0.006

samples = 315
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 314]

X[545] <= 30.33
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 73

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 73]

X[649] <= 2.215
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

X[220] <= 10.63
gini = 0.022

samples = 4103
value = [0, 0, 0, 0, 0, 6, 0, 39, 0, 4058]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[411] <= 90.846
gini = 0.022

samples = 183
value = [0, 2, 0, 181, 0, 0, 0, 0, 0, 0]

X[46] <= 105.275
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 1, 0, 0, 0, 0, 0]

X[298] <= 108.849
gini = 0.013

samples = 1937
value = [5, 4, 1, 1924, 0, 0, 3, 0, 0, 0]

X[13] <= 56.129
gini = 0.077

samples = 202
value = [2, 4, 0, 194, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[100] <= 140.509
gini = 0.044

samples = 44
value = [1, 0, 0, 43, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[769] <= 69.015
gini = 0.625
samples = 4

value = [0, 0, 0, 1, 2, 0, 1, 0, 0, 0]

X[45] <= 147.848
gini = 0.095

samples = 61
value = [0, 1, 0, 58, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[687] <= 117.514
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[692] <= 52.972
gini = 0.053

samples = 184
value = [0, 0, 0, 5, 179, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 11, 0, 0, 0, 0, 0, 0]

X[230] <= -19.696
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 0, 24, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[768] <= 182.382
gini = 0.065

samples = 211
value = [1, 0, 0, 204, 5, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[411] <= 117.846
gini = 0.05

samples = 157
value = [153, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[717] <= 70.647
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 1, 0, 9, 0, 0, 0]

X[684] <= -30.797
gini = 0.375
samples = 4

value = [3, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[720] <= 111.285
gini = 0.625
samples = 4

value = [0, 2, 0, 0, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 142

value = [142, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[715] <= 78.281
gini = 0.375
samples = 4

value = [3, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[704] <= -33.3
gini = 0.067

samples = 232
value = [224, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[230] <= -19.696
gini = 0.444
samples = 6

value = [4, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[773] <= -45.972
gini = 0.017

samples = 2004
value = [1987, 0, 0, 0, 0, 0, 17, 0, 0, 0]

X[41] <= 137.262
gini = 0.124

samples = 30
value = [28, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[766] <= 56.266
gini = 0.245
samples = 7

value = [1, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[440] <= 124.239
gini = 0.067

samples = 145
value = [140, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[580] <= 158.311
gini = 0.062

samples = 127
value = [0, 0, 0, 0, 0, 0, 1, 2, 123, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[135] <= 37.967
gini = 0.08

samples = 244
value = [1, 0, 0, 0, 1, 5, 1, 0, 234, 2]

X[583] <= 8.276
gini = 0.673

samples = 14
value = [1, 0, 1, 0, 3, 0, 2, 0, 7, 0]

X[159] <= 19.384
gini = 0.64

samples = 5
value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[446] <= 76.172
gini = 0.276

samples = 52
value = [1, 0, 4, 0, 0, 1, 2, 0, 44, 0]

X[123] <= 151.213
gini = 0.015

samples = 2543
value = [1, 0, 2, 1, 2, 3, 7, 3, 2524, 0]

X[18] <= -23.619
gini = 0.127

samples = 194
value = [0, 0, 7, 0, 181, 0, 6, 0, 0, 0]

X[602] <= 33.285
gini = 0.48

samples = 5
value = [0, 0, 3, 0, 2, 0, 0, 0, 0, 0]

X[775] <= -19.709
gini = 0.41

samples = 19
value = [0, 0, 4, 0, 14, 0, 1, 0, 0, 0]

X[259] <= 29.315
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 1, 0, 5, 0, 0, 0]

X[260] <= -79.986
gini = 0.108

samples = 88
value = [0, 0, 1, 0, 83, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[548] <= -81.103
gini = 0.32

samples = 5
value = [0, 0, 1, 0, 0, 0, 4, 0, 0, 0]

X[601] <= -15.41
gini = 0.117

samples = 16
value = [0, 0, 1, 0, 15, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 12, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[383] <= 118.466
gini = 0.065

samples = 419
value = [0, 0, 5, 0, 405, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[741] <= 64.614
gini = 0.305

samples = 16
value = [0, 0, 3, 0, 13, 0, 0, 0, 0, 0]

gini = 0.0
samples = 139

value = [0, 0, 0, 0, 139, 0, 0, 0, 0, 0]

X[9] <= -12.935
gini = 0.057

samples = 34
value = [0, 0, 0, 0, 33, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[47] <= 128.366
gini = 0.145

samples = 168
value = [0, 0, 4, 0, 9, 0, 155, 0, 0, 0]

X[40] <= 41.918
gini = 0.5

samples = 6
value = [0, 0, 0, 0, 3, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[152] <= 134.584
gini = 0.019

samples = 1152
value = [0, 0, 1, 0, 10, 0, 1141, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[762] <= 170.985
gini = 0.053

samples = 146
value = [0, 0, 0, 0, 4, 0, 142, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[759] <= 3.656
gini = 0.26

samples = 13
value = [0, 0, 2, 0, 0, 0, 11, 0, 0, 0]

X[437] <= -146.296
gini = 0.041

samples = 240
value = [0, 0, 235, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 72

value = [0, 0, 72, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[356] <= 85.945
gini = 0.612
samples = 7

value = [0, 0, 1, 0, 3, 0, 3, 0, 0, 0]

X[125] <= -75.867
gini = 0.134

samples = 155
value = [1, 0, 7, 0, 144, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 10, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[518] <= 55.393
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 16, 0, 0, 0, 0, 0, 0, 0]

X[295] <= -138.463
gini = 0.11

samples = 839
value = [2, 0, 30, 1, 791, 0, 12, 0, 3, 0]

X[46] <= -39.725
gini = 0.612
samples = 7

value = [0, 0, 3, 0, 3, 0, 1, 0, 0, 0]

X[663] <= 102.646
gini = 0.379

samples = 39
value = [0, 0, 6, 0, 30, 0, 3, 0, 0, 0]

X[90] <= -2.817
gini = 0.48

samples = 5
value = [0, 0, 2, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 54

value = [0, 0, 0, 0, 54, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[457] <= -5.894
gini = 0.042

samples = 281
value = [0, 0, 4, 0, 275, 0, 2, 0, 0, 0]

X[620] <= 11.634
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[289] <= 153.047
gini = 0.017

samples = 115
value = [0, 0, 1, 0, 0, 0, 114, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[377] <= 32.75
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

X[554] <= 50.124
gini = 0.117

samples = 48
value = [0, 0, 0, 0, 45, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 11, 0, 0, 0, 0, 0]

X[685] <= 122.905
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

X[327] <= -42.797
gini = 0.379

samples = 13
value = [0, 0, 2, 0, 1, 0, 10, 0, 0, 0]

X[117] <= 53.54
gini = 0.612
samples = 7

value = [0, 0, 3, 0, 1, 0, 3, 0, 0, 0]

X[115] <= 1.977
gini = 0.098

samples = 59
value = [0, 0, 1, 0, 2, 0, 56, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 53

value = [0, 0, 0, 0, 53, 0, 0, 0, 0, 0]

gini = 0.0
samples = 86

value = [0, 0, 86, 0, 0, 0, 0, 0, 0, 0]

X[481] <= 25.931
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[157] <= 118.534
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[673] <= -5.481
gini = 0.144

samples = 131
value = [5, 0, 4, 0, 1, 0, 121, 0, 0, 0]

X[609] <= 8.482
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[117] <= 120.54
gini = 0.444
samples = 3

value = [0, 0, 2, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[102] <= 139.798
gini = 0.036

samples = 55
value = [0, 0, 54, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[406] <= 103.34
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 21

value = [0, 0, 21, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[454] <= 10.341
gini = 0.8

samples = 5
value = [1, 1, 1, 1, 0, 0, 1, 0, 0, 0]

X[749] <= 81.424
gini = 0.219
samples = 8

value = [0, 0, 0, 1, 7, 0, 0, 0, 0, 0]

X[14] <= 167.477
gini = 0.076

samples = 76
value = [3, 0, 73, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[437] <= 95.704
gini = 0.044

samples = 266
value = [0, 0, 260, 0, 1, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[100] <= 148.009
gini = 0.072

samples = 1488
value = [4, 0, 1433, 0, 19, 0, 32, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[676] <= -13.017
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[528] <= 22.537
gini = 0.189

samples = 195
value = [0, 0, 175, 0, 7, 0, 13, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 19, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 26

value = [0, 0, 26, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[326] <= -5.451
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 11, 0, 0, 0, 0, 0, 0, 0]

X[664] <= 41.551
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 0, 0, 16, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[58] <= 3.233
gini = 0.069

samples = 198
value = [0, 0, 191, 0, 5, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

X[338] <= 102.305
gini = 0.019

samples = 3474
value = [0, 0, 0, 0, 0, 30, 0, 3441, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[381] <= -116.281
gini = 0.153

samples = 111
value = [0, 0, 0, 0, 0, 3, 0, 102, 1, 5]

X[572] <= -1.655
gini = 0.5

samples = 4
value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 2]

X[731] <= 81.253
gini = 0.069

samples = 480
value = [0, 0, 0, 0, 0, 3, 0, 463, 0, 14]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[309] <= -5.713
gini = 0.059

samples = 98
value = [0, 0, 0, 0, 0, 0, 0, 95, 0, 3]

X[356] <= 122.445
gini = 0.012

samples = 318
value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 316]

X[424] <= -54.025
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 74

value = [0, 0, 0, 0, 0, 0, 0, 74, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[436] <= 89.521
gini = 0.026

samples = 75
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 74]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[476] <= 124.086
gini = 0.022

samples = 4104
value = [0, 0, 0, 0, 0, 6, 0, 40, 0, 4058]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[770] <= -35.156
gini = 0.032

samples = 186
value = [0, 2, 0, 183, 1, 0, 0, 0, 0, 0]

X[289] <= 10.047
gini = 0.02

samples = 2139
value = [7, 8, 1, 2118, 0, 0, 5, 0, 0, 0]

X[484] <= 114.769
gini = 0.32

samples = 5
value = [0, 1, 0, 4, 0, 0, 0, 0, 0, 0]

X[153] <= 15.71
gini = 0.085

samples = 45
value = [2, 0, 0, 43, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[315] <= -41.917
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 0, 0, 0, 0, 2, 0]

X[457] <= -74.894
gini = 0.172

samples = 65
value = [0, 1, 0, 59, 4, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[746] <= 18.835
gini = 0.667
samples = 3

value = [1, 1, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[518] <= 101.893
gini = 0.063

samples = 185
value = [0, 0, 0, 6, 179, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[683] <= 119.057
gini = 0.272

samples = 13
value = [0, 0, 0, 11, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[12] <= 121.407
gini = 0.077

samples = 25
value = [1, 0, 0, 24, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[62] <= 59.946
gini = 0.073

samples = 212
value = [2, 0, 0, 204, 5, 0, 1, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 14, 0, 0, 0, 0, 0, 0]

X[92] <= 95.008
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 38

value = [38, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[120] <= -44.797
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [13, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[661] <= -46.904
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[130] <= -96.644
gini = 0.062

samples = 158
value = [153, 0, 0, 1, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 24

value = [24, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[708] <= 43.675
gini = 0.531

samples = 14
value = [3, 1, 0, 0, 1, 0, 9, 0, 0, 0]

gini = 0.0
samples = 35

value = [0, 0, 0, 0, 0, 0, 35, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[373] <= 90.691
gini = 0.722
samples = 6

value = [2, 2, 0, 0, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[62] <= -22.054
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[762] <= -10.515
gini = 0.48

samples = 5
value = [0, 0, 0, 3, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[687] <= 112.014
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[507] <= -43.777
gini = 0.014

samples = 146
value = [145, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[8] <= 47.301
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[656] <= 119.646
gini = 0.074

samples = 233
value = [224, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[120] <= -62.297
gini = 0.019

samples = 2010
value = [1991, 0, 0, 0, 0, 0, 19, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[682] <= 36.755
gini = 0.339

samples = 37
value = [29, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[537] <= -78.18
gini = 0.079

samples = 146
value = [140, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[315] <= 159.083
gini = 0.076

samples = 128
value = [0, 0, 0, 0, 0, 0, 2, 2, 123, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[121] <= -76.945
gini = 0.127

samples = 258
value = [2, 0, 1, 0, 4, 5, 3, 0, 241, 2]

X[456] <= 119.775
gini = 0.735
samples = 7

value = [0, 0, 0, 0, 0, 2, 0, 1, 2, 2]

X[552] <= 26.991
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 0, 0, 2, 0, 3, 0]

X[555] <= -80.223
gini = 0.021

samples = 2595
value = [2, 0, 6, 1, 2, 4, 9, 3, 2568, 0]

X[90] <= 95.683
gini = 0.151

samples = 199
value = [0, 0, 10, 0, 183, 0, 6, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[567] <= 37.594
gini = 0.557

samples = 25
value = [0, 0, 4, 0, 15, 0, 6, 0, 0, 0]

X[738] <= -70.949
gini = 0.128

samples = 89
value = [0, 0, 2, 0, 83, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[326] <= -36.451
gini = 0.444

samples = 21
value = [0, 0, 2, 0, 15, 0, 4, 0, 0, 0]

X[692] <= 67.472
gini = 0.198
samples = 9

value = [0, 0, 0, 0, 1, 0, 8, 0, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 0, 0, 0, 0, 20, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[519] <= 67.185
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 1, 0, 0, 0, 0, 0]

X[412] <= 53.729
gini = 0.142

samples = 13
value = [0, 0, 1, 0, 12, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 27

value = [0, 0, 0, 0, 27, 0, 0, 0, 0, 0]

X[479] <= 20.506
gini = 0.219
samples = 8

value = [0, 0, 7, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[599] <= 109.655
gini = 0.069

samples = 420
value = [0, 0, 5, 0, 405, 0, 10, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[456] <= -27.225
gini = 0.038

samples = 155
value = [0, 0, 3, 0, 152, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[568] <= 136.261
gini = 0.108

samples = 35
value = [0, 0, 0, 0, 33, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[98] <= 147.895
gini = 0.17

samples = 174
value = [0, 0, 4, 0, 12, 0, 158, 0, 0, 0]

X[400] <= -51.194
gini = 0.5

samples = 6
value = [0, 0, 3, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[151] <= 145.492
gini = 0.021

samples = 1153
value = [0, 0, 1, 0, 11, 0, 1141, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[471] <= 146.985
gini = 0.078

samples = 148
value = [0, 0, 0, 0, 6, 0, 142, 0, 0, 0]

X[272] <= 60.585
gini = 0.512

samples = 17
value = [0, 0, 2, 0, 4, 0, 11, 0, 0, 0]

X[315] <= 166.583
gini = 0.049

samples = 241
value = [0, 0, 235, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 9, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 28

value = [0, 0, 28, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[189] <= 28.656
gini = 0.027

samples = 73
value = [0, 0, 72, 0, 1, 0, 0, 0, 0, 0]

X[407] <= 66.111
gini = 0.48

samples = 5
value = [0, 0, 2, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[267] <= -44.435
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 21

value = [0, 0, 0, 0, 21, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[774] <= 0.936
gini = 0.5

samples = 4
value = [0, 0, 2, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[657] <= -22.363
gini = 0.173

samples = 162
value = [1, 0, 8, 0, 147, 0, 6, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[438] <= -12.871
gini = 0.5

samples = 4
value = [0, 0, 2, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[262] <= 103.77
gini = 0.165

samples = 11
value = [0, 0, 1, 0, 10, 0, 0, 0, 0, 0]

X[175] <= 70.59
gini = 0.188

samples = 19
value = [0, 0, 17, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[632] <= 113.633
gini = 0.117

samples = 846
value = [2, 0, 33, 1, 794, 0, 13, 0, 3, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[288] <= 148.527
gini = 0.483

samples = 44
value = [0, 0, 8, 0, 30, 0, 6, 0, 0, 0]

X[737] <= -61.968
gini = 0.036

samples = 55
value = [0, 0, 0, 0, 54, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[120] <= 145.703
gini = 0.408
samples = 7

value = [0, 0, 2, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[377] <= 102.749
gini = 0.049

samples = 283
value = [0, 0, 4, 0, 276, 0, 3, 0, 0, 0]

X[60] <= 1.394
gini = 0.034

samples = 116
value = [0, 0, 2, 0, 0, 0, 114, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 22

value = [0, 0, 0, 0, 0, 0, 22, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[353] <= 54.601
gini = 0.375
samples = 4

value = [0, 0, 1, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 15, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[611] <= 37.205
gini = 0.181

samples = 51
value = [0, 0, 2, 0, 46, 0, 3, 0, 0, 0]

X[261] <= 75.964
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[779] <= 148.083
gini = 0.357

samples = 14
value = [0, 0, 1, 0, 11, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[11] <= -3.419
gini = 0.576

samples = 19
value = [0, 0, 2, 0, 7, 0, 10, 0, 0, 0]

X[75] <= 59.761
gini = 0.195

samples = 66
value = [0, 0, 4, 0, 3, 0, 59, 0, 0, 0]

X[347] <= 12.257
gini = 0.036

samples = 54
value = [0, 0, 0, 1, 53, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[344] <= 154.917
gini = 0.022

samples = 88
value = [0, 0, 87, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[26] <= 0.402
gini = 0.667
samples = 3

value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[612] <= 139.075
gini = 0.169

samples = 133
value = [6, 0, 5, 0, 1, 0, 121, 0, 0, 0]

X[718] <= 45.762
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[500] <= 99.742
gini = 0.64

samples = 5
value = [2, 0, 2, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[162] <= 14.265
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[678] <= 167.243
gini = 0.069

samples = 56
value = [0, 0, 54, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[653] <= 111.607
gini = 0.625
samples = 4

value = [0, 0, 1, 0, 2, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[300] <= 133.704
gini = 0.087

samples = 22
value = [1, 0, 21, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[637] <= 95.07
gini = 0.663

samples = 13
value = [1, 1, 1, 2, 7, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[633] <= 121.311
gini = 0.098

samples = 77
value = [4, 0, 73, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[155] <= 138.56
gini = 0.051

samples = 267
value = [0, 0, 260, 0, 2, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[144] <= 3.199
gini = 0.463

samples = 11
value = [0, 0, 4, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 22

value = [0, 0, 22, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[693] <= -7.083
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[754] <= 157.717
gini = 0.073

samples = 1489
value = [4, 0, 1433, 0, 20, 0, 32, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[177] <= -94.82
gini = 0.205

samples = 197
value = [1, 0, 175, 0, 8, 0, 13, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[290] <= -41.514
gini = 0.095

samples = 20
value = [0, 0, 19, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[652] <= 3.785
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 11, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 9, 0, 0, 0, 0, 0]

X[258] <= 80.672
gini = 0.071

samples = 27
value = [0, 0, 26, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[481] <= 66.931
gini = 0.56

samples = 5
value = [0, 0, 0, 1, 1, 0, 3, 0, 0, 0]

X[662] <= 104.43
gini = 0.272

samples = 13
value = [0, 1, 11, 0, 0, 0, 1, 0, 0, 0]

X[709] <= 141.006
gini = 0.111

samples = 17
value = [0, 0, 1, 0, 0, 0, 16, 0, 0, 0]

X[719] <= -0.494
gini = 0.5

samples = 4
value = [0, 0, 2, 0, 2, 0, 0, 0, 0, 0]

X[101] <= -59.712
gini = 0.078

samples = 199
value = [0, 0, 191, 0, 5, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 821

value = [0, 0, 0, 0, 0, 821, 0, 0, 0, 0]

X[451] <= -4.196
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 0, 5, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[220] <= 93.13
gini = 0.019

samples = 3475
value = [0, 0, 0, 0, 0, 31, 0, 3441, 0, 3]

X[222] <= 51.478
gini = 0.208

samples = 115
value = [0, 0, 0, 0, 0, 5, 0, 102, 1, 7]

X[341] <= 138.062
gini = 0.073

samples = 481
value = [0, 0, 0, 0, 0, 4, 0, 463, 0, 14]

X[492] <= 5.117
gini = 0.49

samples = 7
value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 3]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 63

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 63]

X[297] <= 18.333
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

X[576] <= -101.216
gini = 0.078

samples = 99
value = [0, 0, 0, 0, 0, 0, 0, 95, 0, 4]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[408] <= 94.346
gini = 0.019

samples = 321
value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 318]

X[405] <= 4.949
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[369] <= -55.155
gini = 0.026

samples = 75
value = [0, 0, 0, 0, 0, 0, 0, 74, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[483] <= 63.98
gini = 0.051

samples = 76
value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 74]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 7, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

X[464] <= -144.876
gini = 0.023

samples = 4105
value = [0, 0, 0, 0, 0, 6, 0, 41, 0, 4058]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[662] <= -101.07
gini = 0.042

samples = 187
value = [0, 3, 0, 183, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[428] <= 120.742
gini = 0.02

samples = 2144
value = [7, 9, 1, 2122, 0, 0, 5, 0, 0, 0]

X[13] <= 155.129
gini = 0.159

samples = 47
value = [2, 0, 0, 43, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 13, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[127] <= -105.183
gini = 0.217

samples = 68
value = [0, 1, 0, 60, 4, 0, 1, 0, 2, 0]

X[463] <= 14.805
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[656] <= 51.646
gini = 0.667
samples = 6

value = [1, 1, 1, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[210] <= 37.042
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 35

value = [0, 0, 0, 0, 35, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

X[148] <= 66.513
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[242] <= 122.159
gini = 0.073

samples = 186
value = [0, 0, 0, 6, 179, 0, 1, 0, 0, 0]

X[127] <= 106.317
gini = 0.463

samples = 11
value = [0, 0, 0, 4, 7, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

X[492] <= 76.617
gini = 0.418

samples = 15
value = [0, 0, 0, 11, 3, 0, 1, 0, 0, 0]

gini = 0.0
samples = 137

value = [0, 0, 0, 137, 0, 0, 0, 0, 0, 0]

X[462] <= 60.244
gini = 0.444
samples = 3

value = [0, 1, 0, 2, 0, 0, 0, 0, 0, 0]

X[213] <= 111.27
gini = 0.142

samples = 26
value = [2, 0, 0, 24, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 38

value = [38, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[710] <= -58.501
gini = 0.082

samples = 213
value = [3, 0, 0, 204, 5, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[746] <= 150.835
gini = 0.227

samples = 16
value = [0, 0, 1, 14, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[604] <= 68.831
gini = 0.5

samples = 2
value = [0, 1, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[520] <= -68.786
gini = 0.375
samples = 4

value = [3, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[766] <= 49.766
gini = 0.049

samples = 40
value = [39, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[607] <= 130.546
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [9, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[13] <= 40.129
gini = 0.24

samples = 15
value = [13, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[120] <= 149.703
gini = 0.073

samples = 159
value = [153, 0, 0, 2, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[766] <= 121.766
gini = 0.198

samples = 27
value = [24, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[607] <= 4.046
gini = 0.189

samples = 49
value = [3, 1, 0, 0, 1, 0, 44, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[15] <= -37.406
gini = 0.765
samples = 9

value = [2, 2, 0, 0, 1, 0, 3, 0, 1, 0]

gini = 0.0
samples = 8

value = [8, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 10

value = [10, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[186] <= 49.438
gini = 0.667
samples = 3

value = [1, 0, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[14] <= -47.023
gini = 0.642
samples = 9

value = [4, 0, 0, 3, 0, 0, 2, 0, 0, 0]

X[351] <= 41.663
gini = 0.165

samples = 11
value = [0, 1, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[267] <= 28.065
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [11, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[626] <= 98.119
gini = 0.667
samples = 3

value = [0, 1, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[464] <= -73.876
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[273] <= 138.343
gini = 0.027

samples = 148
value = [146, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 116

value = [116, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[524] <= 19.9
gini = 0.375
samples = 4

value = [3, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[409] <= 82.635
gini = 0.082

samples = 234
value = [224, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[222] <= 143.978
gini = 0.02

samples = 2011
value = [1991, 0, 0, 0, 0, 0, 20, 0, 0, 0]

X[710] <= 48.999
gini = 0.141

samples = 183
value = [169, 0, 0, 0, 0, 0, 14, 0, 0, 0]

X[350] <= 24.817
gini = 0.5

samples = 6
value = [3, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[721] <= 158.183
gini = 0.278
samples = 6

value = [1, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[49] <= -13.132
gini = 0.09

samples = 129
value = [0, 0, 0, 1, 0, 0, 2, 2, 123, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[350] <= 92.817
gini = 0.158

samples = 265
value = [2, 0, 1, 0, 4, 7, 3, 1, 243, 4]

X[553] <= -99.351
gini = 0.022

samples = 2600
value = [2, 0, 6, 1, 2, 4, 11, 3, 2571, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[385] <= 133.797
gini = 0.167

samples = 201
value = [0, 0, 12, 0, 183, 0, 6, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[512] <= -55.603
gini = 0.251

samples = 114
value = [0, 0, 6, 0, 98, 0, 10, 0, 0, 0]

X[325] <= -22.587
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 2, 0, 1, 0]

X[328] <= 73.048
gini = 0.551

samples = 30
value = [0, 0, 2, 0, 16, 0, 12, 0, 0, 0]

X[426] <= 133.1
gini = 0.091

samples = 21
value = [0, 0, 1, 0, 0, 0, 20, 0, 0, 0]

X[355] <= 26.307
gini = 0.36

samples = 17
value = [0, 0, 4, 0, 13, 0, 0, 0, 0, 0]

X[611] <= 128.705
gini = 0.375
samples = 4

value = [0, 0, 1, 0, 0, 0, 3, 0, 0, 0]

X[287] <= 56.173
gini = 0.069

samples = 28
value = [0, 0, 0, 0, 27, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[680] <= 140.46
gini = 0.512

samples = 11
value = [0, 0, 7, 0, 3, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

X[10] <= 116.044
gini = 0.074

samples = 421
value = [0, 0, 6, 0, 405, 0, 10, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 8, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[774] <= 168.936
gini = 0.05

samples = 156
value = [0, 0, 4, 0, 152, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[155] <= 107.06
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[313] <= -47.697
gini = 0.32

samples = 5
value = [0, 0, 0, 4, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[686] <= 148.125
gini = 0.156

samples = 36
value = [0, 0, 0, 1, 33, 0, 2, 0, 0, 0]

X[345] <= 139.736
gini = 0.194

samples = 180
value = [0, 0, 7, 0, 12, 0, 161, 0, 0, 0]

X[667] <= 112.481
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[301] <= 54.675
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[101] <= -102.212
gini = 0.022

samples = 1154
value = [0, 0, 1, 0, 12, 0, 1141, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[574] <= 6.995
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[760] <= 122.957
gini = 0.136

samples = 165
value = [0, 0, 2, 0, 10, 0, 153, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 92

value = [0, 0, 0, 0, 92, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[129] <= 133.483
gini = 0.056

samples = 242
value = [0, 0, 235, 0, 7, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[461] <= 44.066
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 56

value = [0, 0, 0, 0, 56, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[610] <= 72.211
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[294] <= -25.737
gini = 0.278
samples = 6

value = [0, 0, 5, 0, 0, 0, 1, 0, 0, 0]

X[74] <= 79.34
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 9, 0, 1, 0, 0, 0]

X[434] <= 59.044
gini = 0.067

samples = 29
value = [0, 0, 28, 0, 1, 0, 0, 0, 0, 0]

X[203] <= 130.115
gini = 0.5

samples = 10
value = [0, 0, 5, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[681] <= 57.517
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 43

value = [0, 0, 0, 0, 43, 0, 0, 0, 0, 0]

gini = 0.0
samples = 125

value = [0, 0, 0, 0, 125, 0, 0, 0, 0, 0]

X[242] <= 40.659
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[125] <= 144.133
gini = 0.097

samples = 78
value = [0, 0, 74, 0, 4, 0, 0, 0, 0, 0]

X[465] <= 58.824
gini = 0.469
samples = 8

value = [0, 0, 3, 0, 5, 0, 0, 0, 0, 0]

X[210] <= -31.458
gini = 0.163

samples = 23
value = [0, 0, 1, 0, 21, 0, 1, 0, 0, 0]

X[511] <= 110.622
gini = 0.469
samples = 8

value = [0, 0, 5, 0, 3, 0, 0, 0, 0, 0]

X[122] <= 62.155
gini = 0.653
samples = 7

value = [0, 0, 2, 3, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[613] <= -19.769
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[164] <= -18.023
gini = 0.191

samples = 164
value = [1, 0, 10, 0, 147, 0, 6, 0, 0, 0]

X[178] <= 44.726
gini = 0.653
samples = 7

value = [0, 0, 2, 0, 2, 0, 3, 0, 0, 0]

X[375] <= 1.738
gini = 0.379

samples = 13
value = [0, 0, 1, 0, 10, 0, 2, 0, 0, 0]

X[127] <= 133.817
gini = 0.351

samples = 22
value = [0, 0, 17, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 0, 19, 0, 0, 0, 0, 0]

X[294] <= 118.263
gini = 0.121

samples = 848
value = [2, 0, 35, 1, 794, 0, 13, 0, 3, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 21

value = [0, 0, 21, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[190] <= 86.05
gini = 0.269

samples = 99
value = [0, 0, 8, 0, 84, 0, 7, 0, 0, 0]

X[600] <= 56.142
gini = 0.602

samples = 14
value = [0, 0, 2, 0, 5, 0, 7, 0, 0, 0]

X[156] <= -40.573
gini = 0.055

samples = 284
value = [0, 0, 4, 0, 276, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[262] <= 139.27
gini = 0.05

samples = 117
value = [0, 0, 3, 0, 0, 0, 114, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[739] <= 137.578
gini = 0.083

samples = 23
value = [0, 0, 0, 0, 0, 0, 22, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[158] <= 108.904
gini = 0.568
samples = 9

value = [0, 0, 1, 0, 3, 0, 5, 0, 0, 0]

X[10] <= -10.456
gini = 0.117

samples = 16
value = [0, 0, 1, 0, 15, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[507] <= 148.723
gini = 0.24

samples = 53
value = [1, 0, 3, 0, 46, 0, 3, 0, 0, 0]

X[499] <= 122.873
gini = 0.54

samples = 21
value = [0, 0, 1, 0, 11, 0, 9, 0, 0, 0]

X[598] <= 81.1
gini = 0.444
samples = 3

value = [2, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[355] <= 26.807
gini = 0.322

samples = 85
value = [0, 0, 6, 0, 10, 0, 69, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[9] <= 66.065
gini = 0.07

samples = 55
value = [0, 0, 0, 2, 53, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[164] <= -18.523
gini = 0.044

samples = 89
value = [0, 0, 87, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 26

value = [0, 0, 0, 0, 26, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[404] <= 26.598
gini = 0.75

samples = 4
value = [0, 1, 0, 1, 0, 0, 1, 0, 0, 1]

gini = 0.0
samples = 12

value = [0, 0, 12, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[330] <= 42.706
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[13] <= 18.129
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[310] <= 228.379
gini = 0.192

samples = 135
value = [7, 0, 5, 0, 1, 0, 121, 0, 1, 0]

X[703] <= -18.051
gini = 0.719
samples = 8

value = [2, 0, 2, 1, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[92] <= 25.008
gini = 0.667
samples = 3

value = [1, 1, 0, 0, 1, 0, 0, 0, 0, 0]

X[572] <= -143.155
gini = 0.101

samples = 57
value = [0, 0, 54, 1, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[704] <= -20.3
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 20, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 11, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 21

value = [0, 0, 0, 0, 0, 0, 21, 0, 0, 0]

X[775] <= -1.709
gini = 0.722
samples = 6

value = [2, 0, 1, 0, 2, 0, 0, 0, 1, 0]

X[643] <= 69.946
gini = 0.163

samples = 23
value = [1, 0, 21, 0, 0, 0, 1, 0, 0, 0]

X[46] <= 105.775
gini = 0.709

samples = 19
value = [1, 1, 1, 2, 7, 0, 7, 0, 0, 0]

X[761] <= 6.743
gini = 0.278
samples = 6

value = [0, 0, 5, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 23

value = [0, 0, 0, 0, 0, 0, 23, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 44

value = [0, 0, 0, 0, 0, 0, 44, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[345] <= 128.236
gini = 0.12

samples = 78
value = [5, 0, 73, 0, 0, 0, 0, 0, 0, 0]

X[124] <= 71.995
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[365] <= 78.141
gini = 0.058

samples = 268
value = [0, 0, 260, 0, 2, 0, 5, 0, 1, 0]

X[414] <= 92.969
gini = 0.334

samples = 33
value = [0, 0, 26, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[408] <= 21.346
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 58

value = [0, 0, 58, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[181] <= -63.061
gini = 0.5

samples = 6
value = [1, 0, 1, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 8, 0, 0, 0, 0, 0, 0, 0]

X[511] <= 151.622
gini = 0.074

samples = 1490
value = [4, 0, 1433, 0, 21, 0, 32, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[601] <= 31.59
gini = 0.408
samples = 7

value = [0, 0, 0, 0, 2, 0, 5, 0, 0, 0]

X[103] <= 153.263
gini = 0.22

samples = 199
value = [1, 0, 175, 0, 10, 0, 13, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[724] <= 150.851
gini = 0.244

samples = 22
value = [0, 0, 19, 0, 2, 0, 1, 0, 0, 0]

X[400] <= 94.806
gini = 0.625
samples = 4

value = [1, 0, 0, 0, 1, 0, 2, 0, 0, 0]

X[69] <= 52.528
gini = 0.26

samples = 13
value = [0, 0, 0, 0, 11, 0, 2, 0, 0, 0]

X[657] <= -11.363
gini = 0.444
samples = 3

value = [0, 0, 2, 1, 0, 0, 0, 0, 0, 0]

X[65] <= 104.133
gini = 0.18

samples = 10
value = [0, 0, 1, 0, 9, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[61] <= 88.013
gini = 0.185

samples = 29
value = [0, 0, 26, 0, 0, 0, 3, 0, 0, 0]

X[555] <= 43.277
gini = 0.568

samples = 18
value = [0, 1, 11, 1, 1, 0, 4, 0, 0, 0]

X[95] <= 127.376
gini = 0.39

samples = 21
value = [0, 0, 3, 0, 2, 0, 16, 0, 0, 0]

X[365] <= 113.641
gini = 0.087

samples = 200
value = [0, 0, 191, 1, 5, 0, 3, 0, 0, 0]

X[378] <= 59.485
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[367] <= 176.177
gini = 0.002

samples = 827
value = [0, 0, 0, 0, 0, 826, 0, 1, 0, 0]

X[492] <= -94.383
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[301] <= 19.675
gini = 0.026

samples = 3590
value = [0, 0, 0, 0, 0, 36, 0, 3543, 1, 10]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 41

value = [0, 0, 0, 0, 0, 0, 0, 41, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[251] <= 91.435
gini = 0.083

samples = 488
value = [0, 0, 0, 0, 0, 4, 0, 467, 0, 17]

X[496] <= 92.415
gini = 0.49

samples = 7
value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 3]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

X[232] <= -85.997
gini = 0.03

samples = 65
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 64]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[506] <= 181.805
gini = 0.095

samples = 100
value = [0, 0, 0, 0, 0, 0, 0, 95, 0, 5]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[241] <= 118.939
gini = 0.024

samples = 323
value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 319]

X[544] <= 46.846
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

X[504] <= 162.307
gini = 0.051

samples = 76
value = [0, 0, 0, 0, 0, 0, 0, 74, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[546] <= -93.498
gini = 0.097

samples = 78
value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 74]

X[666] <= -12.841
gini = 0.463

samples = 11
value = [0, 0, 0, 0, 0, 0, 0, 7, 0, 4]

X[318] <= 34.863
gini = 0.023

samples = 4106
value = [0, 0, 0, 0, 0, 6, 0, 42, 0, 4058]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 5, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[180] <= -100.829
gini = 0.052

samples = 188
value = [0, 4, 0, 183, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[149] <= 6.846
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 0, 0, 1, 0]

X[521] <= 96.835
gini = 0.024

samples = 2191
value = [9, 9, 1, 2165, 0, 0, 7, 0, 0, 0]

X[265] <= 129.865
gini = 0.231

samples = 15
value = [0, 2, 0, 13, 0, 0, 0, 0, 0, 0]

X[680] <= 121.46
gini = 0.32

samples = 5
value = [0, 1, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 150

value = [0, 0, 0, 150, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 100

value = [0, 0, 0, 100, 0, 0, 0, 0, 0, 0]

X[682] <= 8.755
gini = 0.5

samples = 2
value = [0, 1, 0, 1, 0, 0, 0, 0, 0, 0]

X[240] <= 114.015
gini = 0.259

samples = 70
value = [1, 1, 0, 60, 5, 0, 1, 0, 2, 0]

X[186] <= 104.438
gini = 0.694

samples = 11
value = [1, 1, 1, 5, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 8, 0, 0, 0, 0, 0, 0]

X[457] <= -27.394
gini = 0.667
samples = 3

value = [0, 1, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[379] <= 44.495
gini = 0.444
samples = 3

value = [0, 0, 1, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[312] <= 25.859
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[659] <= 58.907
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

X[595] <= 121.556
gini = 0.054

samples = 36
value = [0, 0, 0, 1, 35, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[316] <= 109.332
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 0, 20, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[7] <= -1.225
gini = 0.406
samples = 8

value = [1, 0, 0, 0, 6, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[542] <= 98.769
gini = 0.106

samples = 197
value = [0, 0, 0, 10, 186, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[74] <= -22.16
gini = 0.535

samples = 20
value = [0, 0, 0, 11, 8, 0, 1, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 18, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[13] <= 140.129
gini = 0.014

samples = 140
value = [0, 1, 0, 139, 0, 0, 0, 0, 0, 0]

X[99] <= 105.824
gini = 0.245

samples = 28
value = [4, 0, 0, 24, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 36

value = [0, 0, 0, 36, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[42] <= 144.918
gini = 0.05

samples = 39
value = [38, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[736] <= 0.389
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 10, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[187] <= 109.382
gini = 0.444
samples = 3

value = [0, 2, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[637] <= 67.07
gini = 0.09

samples = 214
value = [3, 0, 0, 204, 5, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 11, 0, 0, 0, 0, 0, 0]

X[185] <= 99.625
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[98] <= 121.395
gini = 0.377

samples = 18
value = [0, 0, 1, 14, 0, 0, 2, 0, 1, 0]

X[348] <= 62.299
gini = 0.5

samples = 6
value = [0, 1, 0, 1, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 26

value = [0, 0, 0, 26, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[260] <= -0.486
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 1, 0, 0, 0, 0, 0]

X[34] <= 35.643
gini = 0.117

samples = 16
value = [1, 0, 0, 0, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[150] <= -33.485
gini = 0.42

samples = 10
value = [3, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[70] <= 147.295
gini = 0.094

samples = 41
value = [39, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[69] <= -72.972
gini = 0.54

samples = 10
value = [1, 0, 0, 6, 0, 0, 3, 0, 0, 0]

X[486] <= 23.061
gini = 0.18

samples = 10
value = [9, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

X[46] <= 41.275
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[567] <= 45.594
gini = 0.394

samples = 17
value = [13, 0, 1, 1, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[66] <= 94.615
gini = 0.444
samples = 3

value = [0, 2, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[658] <= 145.264
gini = 0.085

samples = 160
value = [153, 1, 0, 2, 0, 0, 4, 0, 0, 0]

X[600] <= 22.142
gini = 0.444
samples = 3

value = [1, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[653] <= 34.107
gini = 0.245
samples = 7

value = [0, 0, 0, 1, 0, 0, 6, 0, 0, 0]

X[68] <= 135.09
gini = 0.34

samples = 30
value = [24, 0, 0, 3, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[582] <= -48.01
gini = 0.221

samples = 50
value = [3, 1, 0, 1, 1, 0, 44, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[775] <= 85.291
gini = 0.602

samples = 17
value = [10, 2, 0, 0, 1, 0, 3, 0, 1, 0]

X[748] <= -28.674
gini = 0.165

samples = 11
value = [1, 0, 0, 0, 0, 0, 10, 0, 0, 0]

X[686] <= -30.375
gini = 0.165

samples = 11
value = [10, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[567] <= 3.094
gini = 0.72

samples = 5
value = [1, 0, 1, 0, 0, 0, 2, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[234] <= 3.164
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 70

value = [0, 0, 0, 0, 0, 0, 70, 0, 0, 0]

X[127] <= 27.817
gini = 0.575

samples = 20
value = [4, 1, 0, 3, 0, 0, 12, 0, 0, 0]

X[679] <= 137.168
gini = 0.406
samples = 8

value = [6, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[635] <= 129.412
gini = 0.153

samples = 12
value = [11, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[343] <= -71.994
gini = 0.75

samples = 4
value = [0, 1, 1, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[345] <= 16.736
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[38] <= -56.701
gini = 0.039

samples = 150
value = [147, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 237

value = [237, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[383] <= -9.034
gini = 0.32

samples = 5
value = [4, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[417] <= -59.184
gini = 0.017

samples = 120
value = [119, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[603] <= 30.866
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[188] <= 155.078
gini = 0.089

samples = 235
value = [224, 0, 0, 0, 0, 0, 11, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[708] <= -67.825
gini = 0.021

samples = 2012
value = [1991, 0, 0, 0, 0, 0, 21, 0, 0, 0]

X[273] <= 145.843
gini = 0.164

samples = 189
value = [172, 0, 0, 0, 0, 0, 17, 0, 0, 0]

X[187] <= 90.382
gini = 0.486

samples = 12
value = [7, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[290] <= 142.986
gini = 0.104

samples = 130
value = [0, 0, 0, 2, 0, 0, 2, 2, 123, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[397] <= -12.595
gini = 0.035

samples = 2865
value = [4, 0, 7, 1, 6, 11, 14, 4, 2814, 4]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 26

value = [0, 0, 26, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 46

value = [0, 0, 0, 0, 46, 0, 0, 0, 0, 0]

X[455] <= 18.624
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 23

value = [0, 0, 0, 0, 23, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[408] <= 74.846
gini = 0.182

samples = 203
value = [0, 0, 12, 0, 183, 0, 8, 0, 0, 0]

X[99] <= -26.176
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[506] <= 53.805
gini = 0.285

samples = 117
value = [0, 0, 6, 0, 98, 0, 12, 0, 1, 0]

X[323] <= 5.3
gini = 0.504

samples = 51
value = [0, 0, 3, 0, 16, 0, 32, 0, 0, 0]

X[61] <= -7.987
gini = 0.54

samples = 21
value = [0, 0, 5, 0, 13, 0, 3, 0, 0, 0]

X[486] <= 65.061
gini = 0.131

samples = 29
value = [0, 0, 1, 0, 27, 0, 1, 0, 0, 0]

X[748] <= -36.174
gini = 0.547

samples = 17
value = [0, 0, 7, 0, 9, 0, 1, 0, 0, 0]

X[381] <= 93.219
gini = 0.078

samples = 422
value = [0, 0, 7, 0, 405, 0, 10, 0, 0, 0]

X[654] <= 93.791
gini = 0.444

samples = 12
value = [0, 0, 0, 0, 8, 0, 4, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[299] <= 19.923
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[298] <= 112.849
gini = 0.062

samples = 157
value = [0, 0, 4, 1, 152, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[745] <= 49.433
gini = 0.56

samples = 5
value = [0, 0, 1, 1, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[349] <= 83.37
gini = 0.58

samples = 10
value = [0, 0, 0, 4, 5, 0, 1, 0, 0, 0]

X[179] <= -31.79
gini = 0.2

samples = 37
value = [0, 0, 1, 1, 33, 0, 2, 0, 0, 0]

X[751] <= 211.78
gini = 0.21

samples = 182
value = [0, 0, 8, 0, 13, 0, 161, 0, 0, 0]

X[45] <= -55.152
gini = 0.625
samples = 4

value = [0, 0, 2, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[486] <= -29.439
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 1, 0, 2, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[763] <= 144.911
gini = 0.024

samples = 1155
value = [0, 0, 1, 0, 13, 0, 1141, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 50

value = [0, 0, 0, 0, 0, 0, 50, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[607] <= 47.546
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[184] <= -73.213
gini = 0.156

samples = 167
value = [0, 0, 3, 0, 11, 0, 153, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 28

value = [0, 0, 28, 0, 0, 0, 0, 0, 0, 0]

X[343] <= 153.006
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[317] <= 145.531
gini = 0.021

samples = 93
value = [0, 0, 1, 0, 92, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[242] <= -28.841
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[776] <= 218.424
gini = 0.064

samples = 243
value = [0, 0, 235, 0, 7, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[433] <= 55.615
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 61

value = [0, 0, 0, 0, 61, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[401] <= 74.273
gini = 0.449
samples = 7

value = [0, 0, 1, 1, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 103

value = [0, 0, 103, 0, 0, 0, 0, 0, 0, 0]

X[153] <= 105.21
gini = 0.278
samples = 6

value = [0, 0, 5, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[255] <= 23.194
gini = 0.034

samples = 57
value = [0, 0, 1, 0, 56, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 16, 0, 0, 0, 0, 0]

X[571] <= 23.8
gini = 0.625
samples = 4

value = [0, 0, 1, 1, 0, 0, 2, 0, 0, 0]

X[411] <= 10.846
gini = 0.57

samples = 16
value = [0, 0, 5, 0, 9, 0, 2, 0, 0, 0]

X[238] <= 80.481
gini = 0.26

samples = 39
value = [0, 0, 33, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[453] <= 10.872
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 1, 0, 0, 0, 0]

X[13] <= 33.629
gini = 0.12

samples = 47
value = [0, 0, 3, 0, 44, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[10] <= 55.544
gini = 0.016

samples = 127
value = [0, 0, 1, 0, 126, 0, 0, 0, 0, 0]

X[709] <= 121.506
gini = 0.444
samples = 6

value = [0, 0, 2, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 15, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

X[378] <= -12.515
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[15] <= 158.594
gini = 0.187

samples = 86
value = [0, 0, 77, 0, 9, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[325] <= -11.587
gini = 0.362

samples = 31
value = [0, 0, 6, 0, 24, 0, 1, 0, 0, 0]

X[485] <= -3.842
gini = 0.727

samples = 11
value = [0, 0, 2, 3, 2, 0, 4, 0, 0, 0]

X[516] <= 31.079
gini = 0.625
samples = 4

value = [0, 0, 2, 1, 0, 0, 0, 0, 1, 0]

X[98] <= 142.395
gini = 0.233

samples = 171
value = [1, 0, 12, 0, 149, 0, 9, 0, 0, 0]

X[683] <= 62.557
gini = 0.549

samples = 35
value = [0, 0, 18, 0, 15, 0, 2, 0, 0, 0]

X[156] <= 41.427
gini = 0.095

samples = 20
value = [0, 0, 1, 0, 19, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[144] <= 49.699
gini = 0.125

samples = 850
value = [2, 0, 35, 1, 794, 0, 15, 0, 3, 0]

X[711] <= 123.373
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[595] <= 82.056
gini = 0.087

samples = 22
value = [0, 0, 21, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[664] <= 120.551
gini = 0.356

samples = 113
value = [0, 0, 10, 0, 89, 0, 14, 0, 0, 0]

X[282] <= -6.319
gini = 0.062

samples = 285
value = [0, 0, 4, 0, 276, 0, 5, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 23

value = [0, 0, 0, 0, 23, 0, 0, 0, 0, 0]

X[769] <= -44.985
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

X[130] <= 139.856
gini = 0.065

samples = 118
value = [0, 0, 4, 0, 0, 0, 114, 0, 0, 0]

X[453] <= 92.872
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[273] <= 69.843
gini = 0.375
samples = 4

value = [0, 0, 1, 0, 3, 0, 0, 0, 0, 0]

X[287] <= 159.173
gini = 0.156

samples = 24
value = [0, 0, 1, 0, 0, 0, 22, 0, 1, 0]

X[737] <= 21.532
gini = 0.435

samples = 25
value = [0, 0, 2, 0, 18, 0, 5, 0, 0, 0]

X[284] <= 113.302
gini = 0.469
samples = 8

value = [0, 0, 3, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[387] <= 128.607
gini = 0.377

samples = 74
value = [1, 0, 4, 0, 57, 0, 12, 0, 0, 0]

X[484] <= 104.269
gini = 0.611
samples = 6

value = [2, 0, 1, 0, 3, 0, 0, 0, 0, 0]

X[118] <= -35.629
gini = 0.359

samples = 88
value = [0, 0, 6, 0, 13, 0, 69, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[327] <= -2.797
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[567] <= 160.094
gini = 0.103

samples = 56
value = [0, 0, 0, 2, 53, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 28

value = [0, 0, 28, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[460] <= 93.985
gini = 0.064

samples = 90
value = [0, 0, 87, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[470] <= 137.751
gini = 0.071

samples = 27
value = [0, 0, 1, 0, 26, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 101

value = [0, 0, 0, 0, 101, 0, 0, 0, 0, 0]

X[125] <= 119.133
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 19

value = [19, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[679] <= -13.832
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[518] <= 52.893
gini = 0.8

samples = 5
value = [0, 1, 0, 1, 0, 0, 1, 0, 1, 1]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[387] <= 105.607
gini = 0.142

samples = 13
value = [0, 0, 12, 1, 0, 0, 0, 0, 0, 0]

X[586] <= 17.149
gini = 0.56

samples = 5
value = [1, 0, 1, 0, 0, 0, 3, 0, 0, 0]

X[72] <= 75.946
gini = 0.667
samples = 3

value = [1, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[769] <= 153.015
gini = 0.242

samples = 143
value = [9, 0, 7, 1, 1, 0, 124, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 7, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[734] <= -48.55
gini = 0.72

samples = 5
value = [1, 1, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[2] <= 0.47
gini = 0.131

samples = 58
value = [1, 0, 54, 1, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[508] <= -21.098
gini = 0.56

samples = 5
value = [0, 0, 0, 1, 1, 0, 3, 0, 0, 0]

X[13] <= 38.129
gini = 0.091

samples = 21
value = [0, 0, 20, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[759] <= 65.656
gini = 0.375
samples = 4

value = [3, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[121] <= 86.555
gini = 0.278
samples = 6

value = [0, 0, 1, 0, 0, 0, 5, 0, 0, 0]

X[527] <= 127.663
gini = 0.26

samples = 13
value = [0, 0, 11, 0, 0, 0, 2, 0, 0, 0]

X[452] <= -53.644
gini = 0.087

samples = 22
value = [0, 0, 0, 0, 0, 0, 21, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[774] <= 18.936
gini = 0.407

samples = 29
value = [3, 0, 22, 0, 2, 0, 1, 0, 1, 0]

X[135] <= 48.967
gini = 0.774

samples = 25
value = [1, 1, 6, 2, 7, 0, 7, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[185] <= -90.375
gini = 0.08

samples = 24
value = [0, 0, 1, 0, 0, 0, 23, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[537] <= 98.32
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

X[399] <= 159.104
gini = 0.043

samples = 45
value = [1, 0, 0, 0, 0, 0, 44, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[495] <= 84.974
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[485] <= -97.341
gini = 0.14

samples = 79
value = [6, 0, 73, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 57

value = [0, 0, 0, 0, 0, 0, 57, 0, 0, 0]

X[74] <= 110.84
gini = 0.625
samples = 4

value = [1, 0, 1, 0, 0, 0, 2, 0, 0, 0]

X[732] <= 142.784
gini = 0.096

samples = 301
value = [0, 0, 286, 0, 2, 0, 12, 0, 1, 0]

X[373] <= -20.309
gini = 0.625
samples = 4

value = [0, 0, 1, 0, 0, 0, 2, 0, 1, 0]

X[354] <= -72.963
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 1, 0, 4, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[59] <= 3.775
gini = 0.033

samples = 59
value = [0, 0, 58, 0, 0, 0, 1, 0, 0, 0]

X[144] <= -2.801
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[288] <= 100.527
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[577] <= -21.874
gini = 0.444
samples = 3

value = [2, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[258] <= 29.172
gini = 0.5

samples = 14
value = [1, 0, 9, 0, 4, 0, 0, 0, 0, 0]

X[450] <= 159.209
gini = 0.076

samples = 1491
value = [5, 0, 1433, 0, 21, 0, 32, 0, 0, 0]

gini = 0.0
samples = 70

value = [0, 0, 70, 0, 0, 0, 0, 0, 0, 0]

X[435] <= -1.05
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 49

value = [0, 0, 49, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 12, 0, 0, 0, 0, 0, 0, 0]

X[629] <= 110.22
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 29

value = [0, 0, 29, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[67] <= 130.707
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[775] <= -20.709
gini = 0.32

samples = 5
value = [1, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 119

value = [0, 0, 119, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[316] <= 60.332
gini = 0.628

samples = 11
value = [0, 0, 4, 0, 2, 0, 5, 0, 0, 0]

X[13] <= 162.629
gini = 0.234

samples = 201
value = [1, 0, 175, 0, 12, 0, 13, 0, 0, 0]

X[70] <= 105.295
gini = 0.438

samples = 26
value = [1, 0, 19, 0, 3, 0, 3, 0, 0, 0]

X[572] <= 72.845
gini = 0.492

samples = 16
value = [0, 0, 2, 1, 11, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[247] <= 139.975
gini = 0.403

samples = 12
value = [0, 0, 1, 0, 9, 0, 2, 0, 0, 0]

X[584] <= -12.417
gini = 0.305

samples = 32
value = [0, 0, 26, 0, 0, 0, 6, 0, 0, 0]

X[658] <= 92.264
gini = 0.601

samples = 39
value = [0, 1, 14, 1, 3, 0, 20, 0, 0, 0]

X[65] <= 172.133
gini = 0.105

samples = 202
value = [0, 0, 191, 1, 6, 0, 4, 0, 0, 0]

X[18] <= 26.881
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[160] <= 118.38
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[418] <= 180.48
gini = 0.005

samples = 830
value = [0, 0, 0, 0, 0, 828, 0, 2, 0, 0]

X[317] <= -100.469
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 3, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 141

value = [0, 0, 0, 0, 0, 0, 0, 141, 0, 0]

X[471] <= 47.485
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

X[342] <= 182.786
gini = 0.026

samples = 3591
value = [0, 0, 0, 0, 0, 37, 0, 3543, 1, 10]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

X[554] <= 145.124
gini = 0.046

samples = 42
value = [0, 0, 0, 0, 0, 0, 0, 41, 0, 1]

X[524] <= -28.1
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 3, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[477] <= 190.938
gini = 0.093

samples = 495
value = [0, 0, 0, 0, 0, 4, 0, 471, 0, 20]

X[375] <= 40.238
gini = 0.494
samples = 9

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 4]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[504] <= 169.807
gini = 0.059

samples = 66
value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 64]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 5]

X[243] <= 134.806
gini = 0.112

samples = 101
value = [0, 0, 0, 0, 0, 0, 0, 95, 0, 6]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[251] <= 94.935
gini = 0.03

samples = 325
value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 320]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[233] <= -93.325
gini = 0.075

samples = 77
value = [0, 0, 0, 0, 0, 0, 0, 74, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[429] <= -39.434
gini = 0.217

samples = 89
value = [0, 0, 0, 0, 0, 0, 0, 11, 0, 78]

X[235] <= 34.631
gini = 0.024

samples = 4107
value = [0, 0, 0, 0, 0, 7, 0, 42, 0, 4058]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 8]

X[129] <= -77.517
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 1]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 8, 0, 0]

gini = 0.0
samples = 37

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 37]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 1348

value = [0, 0, 0, 0, 0, 0, 0, 0, 1348, 0]

X[234] <= -76.336
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 0, 1, 0, 0, 5, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[661] <= -40.904
gini = 0.444
samples = 3

value = [0, 1, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 263

value = [0, 0, 0, 263, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 25

value = [0, 0, 0, 25, 0, 0, 0, 0, 0, 0]

X[44] <= 80.916
gini = 0.5

samples = 2
value = [0, 1, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 8, 0, 0, 0, 0, 0, 0, 0, 0]

X[209] <= -66.752
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 0, 0, 1, 0, 0, 0]

X[492] <= -137.383
gini = 0.062

samples = 189
value = [0, 5, 0, 183, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[580] <= -54.189
gini = 0.406
samples = 8

value = [0, 1, 0, 6, 0, 0, 0, 0, 1, 0]

X[265] <= 128.865
gini = 0.025

samples = 2206
value = [9, 11, 1, 2178, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[125] <= -90.867
gini = 0.013

samples = 155
value = [0, 1, 0, 154, 0, 0, 0, 0, 0, 0]

X[244] <= -60.473
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 0, 0, 1, 0, 0, 0]

X[17] <= 117.347
gini = 0.019

samples = 102
value = [0, 1, 0, 101, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[44] <= 123.416
gini = 0.348

samples = 81
value = [2, 2, 1, 65, 5, 0, 4, 0, 2, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[16] <= -15.027
gini = 0.446

samples = 11
value = [0, 1, 0, 8, 1, 0, 1, 0, 0, 0]

X[764] <= 76.468
gini = 0.46

samples = 10
value = [0, 0, 1, 2, 0, 0, 7, 0, 0, 0]

X[407] <= 58.111
gini = 0.667
samples = 3

value = [1, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

X[542] <= -93.231
gini = 0.148

samples = 38
value = [0, 0, 0, 2, 35, 0, 1, 0, 0, 0]

X[458] <= 3.177
gini = 0.56

samples = 5
value = [0, 0, 0, 3, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[342] <= 13.786
gini = 0.091

samples = 21
value = [0, 0, 0, 20, 0, 0, 1, 0, 0, 0]

X[157] <= 26.034
gini = 0.625

samples = 12
value = [1, 0, 0, 4, 6, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[8] <= -2.199
gini = 0.123

samples = 199
value = [0, 0, 0, 12, 186, 0, 1, 0, 0, 0]

X[125] <= 120.633
gini = 0.447

samples = 38
value = [0, 0, 0, 11, 26, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[296] <= 38.722
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[512] <= -80.603
gini = 0.058

samples = 168
value = [4, 1, 0, 163, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[204] <= 168.635
gini = 0.053

samples = 37
value = [0, 0, 1, 36, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[690] <= 140.442
gini = 0.096

samples = 40
value = [38, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 443

value = [0, 0, 0, 443, 0, 0, 0, 0, 0, 0]

X[122] <= 65.155
gini = 0.292

samples = 12
value = [1, 0, 0, 10, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[294] <= 69.263
gini = 0.611
samples = 6

value = [0, 2, 0, 3, 1, 0, 0, 0, 0, 0]

X[487] <= -111.889
gini = 0.099

samples = 215
value = [3, 0, 0, 204, 5, 0, 3, 0, 0, 0]

X[120] <= 74.203
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 3, 0, 2, 0, 0, 0]

X[258] <= 102.672
gini = 0.272

samples = 13
value = [0, 0, 1, 11, 1, 0, 0, 0, 0, 0]

X[92] <= 78.008
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 1, 0, 6, 0, 0, 0]

X[99] <= 89.824
gini = 0.569

samples = 24
value = [0, 1, 1, 15, 4, 0, 2, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[665] <= -62.591
gini = 0.071

samples = 27
value = [0, 0, 0, 26, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 120

value = [0, 0, 0, 120, 0, 0, 0, 0, 0, 0]

X[435] <= -7.55
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

X[45] <= -84.652
gini = 0.56

samples = 5
value = [0, 1, 0, 3, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[771] <= 88.289
gini = 0.29

samples = 18
value = [1, 0, 0, 2, 0, 0, 15, 0, 0, 0]

X[496] <= -91.085
gini = 0.492

samples = 16
value = [9, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[328] <= 25.048
gini = 0.135

samples = 42
value = [39, 0, 0, 1, 0, 0, 2, 0, 0, 0]

X[159] <= 21.884
gini = 0.62

samples = 20
value = [10, 0, 0, 6, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[769] <= 36.515
gini = 0.26

samples = 13
value = [2, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[625] <= 48.466
gini = 0.525

samples = 20
value = [13, 0, 1, 4, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[715] <= 137.281
gini = 0.64

samples = 5
value = [2, 2, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[714] <= 26.767
gini = 0.444
samples = 3

value = [1, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[750] <= 9.674
gini = 0.106

samples = 163
value = [154, 1, 0, 4, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 19

value = [19, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[716] <= 86.88
gini = 0.508

samples = 37
value = [24, 0, 0, 4, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 40

value = [40, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[440] <= 44.239
gini = 0.444
samples = 3

value = [0, 2, 0, 1, 0, 0, 0, 0, 0, 0]

X[735] <= 205.954
gini = 0.277

samples = 52
value = [3, 1, 0, 3, 1, 0, 44, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

X[69] <= 107.028
gini = 0.622

samples = 28
value = [11, 2, 0, 0, 1, 0, 13, 0, 1, 0]

X[160] <= 145.38
gini = 0.355

samples = 13
value = [10, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[210] <= 88.042
gini = 0.716
samples = 9

value = [1, 0, 1, 0, 4, 0, 2, 0, 1, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[767] <= 26.447
gini = 0.375
samples = 4

value = [3, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[707] <= -20.738
gini = 0.027

samples = 72
value = [0, 0, 1, 0, 0, 0, 71, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[711] <= 60.873
gini = 0.666

samples = 28
value = [10, 1, 1, 4, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 0, 0, 0, 0, 20, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[713] <= 130.894
gini = 0.5

samples = 16
value = [11, 1, 2, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 28

value = [28, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[69] <= -3.472
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 36

value = [0, 0, 0, 36, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[633] <= -66.689
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 200

value = [0, 0, 0, 0, 0, 0, 200, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[19] <= 21.591
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[177] <= -93.82
gini = 0.051

samples = 152
value = [148, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[12] <= 174.407
gini = 0.008

samples = 242
value = [241, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[75] <= 68.261
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 7

value = [7, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 14, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[612] <= -52.425
gini = 0.032

samples = 123
value = [121, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[712] <= 51.261
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[247] <= 174.475
gini = 0.097

samples = 236
value = [224, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[18] <= -15.619
gini = 0.5

samples = 2
value = [1, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [9, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[201] <= -47.777
gini = 0.022

samples = 2013
value = [1991, 0, 0, 0, 0, 0, 22, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[566] <= 81.092
gini = 0.195

samples = 201
value = [179, 0, 0, 0, 0, 0, 22, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 77

value = [77, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[274] <= 106.971
gini = 0.408
samples = 7

value = [5, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[348] <= 112.799
gini = 0.118

samples = 131
value = [0, 0, 0, 2, 0, 1, 2, 2, 123, 1]

X[606] <= -12.478
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[19] <= 16.091
gini = 0.036

samples = 2866
value = [4, 0, 7, 1, 6, 11, 15, 4, 2814, 4]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[355] <= -85.193
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

X[330] <= 36.206
gini = 0.071

samples = 27
value = [0, 0, 26, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[426] <= 166.6
gini = 0.041

samples = 48
value = [0, 0, 1, 0, 47, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 63

value = [0, 0, 63, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[401] <= 92.273
gini = 0.147

samples = 25
value = [0, 0, 2, 0, 23, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[599] <= 69.155
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[47] <= -32.634
gini = 0.203

samples = 207
value = [0, 0, 15, 0, 184, 0, 8, 0, 0, 0]

X[206] <= 36.266
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 1, 0, 0, 0]

X[358] <= -28.902
gini = 0.48

samples = 5
value = [0, 0, 3, 0, 0, 0, 2, 0, 0, 0]

X[67] <= -96.293
gini = 0.317

samples = 120
value = [0, 0, 9, 0, 98, 0, 12, 0, 1, 0]

X[566] <= 146.592
gini = 0.589

samples = 72
value = [0, 0, 8, 0, 29, 0, 35, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 0, 19, 0, 0, 0, 0, 0]

X[48] <= -25.668
gini = 0.355

samples = 46
value = [0, 0, 8, 0, 36, 0, 2, 0, 0, 0]

X[735] <= 191.454
gini = 0.093

samples = 434
value = [0, 0, 7, 0, 413, 0, 14, 0, 0, 0]

X[415] <= 151.323
gini = 0.245
samples = 7

value = [0, 0, 1, 0, 6, 0, 0, 0, 0, 0]

X[230] <= 142.304
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 34

value = [0, 0, 0, 0, 34, 0, 0, 0, 0, 0]

X[709] <= -85.494
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 14, 0, 0, 0, 0, 0, 0, 0]

X[324] <= 80.22
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[353] <= -12.899
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 34

value = [0, 0, 0, 34, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[302] <= -98.077
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 14, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[656] <= 99.646
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 2, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[454] <= -12.659
gini = 0.593
samples = 9

value = [0, 0, 4, 0, 4, 0, 1, 0, 0, 0]

gini = 0.0
samples = 25

value = [0, 0, 25, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[232] <= 162.503
gini = 0.074

samples = 158
value = [0, 0, 4, 2, 152, 0, 0, 0, 0, 0]

X[128] <= 107.917
gini = 0.583

samples = 12
value = [0, 0, 1, 1, 7, 0, 3, 0, 0, 0]

X[594] <= -85.6
gini = 0.33

samples = 47
value = [0, 0, 1, 5, 38, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[21] <= -0.48
gini = 0.233

samples = 186
value = [0, 0, 10, 0, 14, 0, 162, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[227] <= -13.41
gini = 0.64

samples = 5
value = [0, 0, 0, 0, 2, 0, 1, 0, 2, 0]

X[469] <= 128.496
gini = 0.219
samples = 8

value = [0, 0, 7, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[38] <= 146.299
gini = 0.026

samples = 1156
value = [0, 0, 2, 0, 13, 0, 1141, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[509] <= 143.476
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 5, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

X[173] <= 128.88
gini = 0.038

samples = 51
value = [0, 0, 1, 0, 0, 0, 50, 0, 0, 0]

X[116] <= -10.031
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 26

value = [0, 0, 0, 0, 26, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[163] <= 40.891
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 0, 0, 24, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[100] <= -92.491
gini = 0.175

samples = 169
value = [1, 0, 3, 0, 12, 0, 153, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 46

value = [0, 0, 0, 0, 0, 0, 46, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

X[281] <= -2.916
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 38

value = [0, 0, 0, 0, 38, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[457] <= -108.894
gini = 0.067

samples = 29
value = [0, 0, 28, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[679] <= -54.832
gini = 0.64

samples = 5
value = [0, 0, 2, 1, 2, 0, 0, 0, 0, 0]

X[497] <= 140.067
gini = 0.042

samples = 94
value = [0, 0, 1, 1, 92, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[582] <= 39.49
gini = 0.625
samples = 4

value = [0, 0, 2, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 20

value = [0, 0, 0, 0, 20, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[601] <= 93.09
gini = 0.072

samples = 244
value = [0, 0, 235, 0, 7, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[717] <= 104.147
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 70

value = [0, 0, 70, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 70

value = [0, 0, 0, 0, 70, 0, 0, 0, 0, 0]

X[282] <= 3.681
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[626] <= 8.119
gini = 0.667
samples = 3

value = [0, 1, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[116] <= -4.531
gini = 0.032

samples = 62
value = [0, 0, 1, 0, 61, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 12, 0, 0, 0, 0, 0]

X[677] <= 39.783
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[128] <= 89.917
gini = 0.579

samples = 11
value = [0, 0, 5, 1, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 20, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[718] <= 146.262
gini = 0.018

samples = 109
value = [0, 0, 108, 0, 0, 0, 1, 0, 0, 0]

X[734] <= 32.45
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[269] <= 80.022
gini = 0.097

samples = 59
value = [0, 0, 3, 0, 56, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[264] <= -38.017
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 0, 0, 1, 0]

X[16] <= 118.473
gini = 0.345

samples = 20
value = [0, 0, 1, 1, 16, 0, 2, 0, 0, 0]

X[455] <= 76.624
gini = 0.447

samples = 55
value = [0, 0, 38, 0, 15, 0, 2, 0, 0, 0]

X[433] <= 43.115
gini = 0.449
samples = 7

value = [0, 0, 5, 0, 1, 1, 0, 0, 0, 0]

X[341] <= 171.562
gini = 0.237

samples = 51
value = [0, 0, 7, 0, 44, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[116] <= -9.031
gini = 0.044

samples = 133
value = [0, 0, 3, 0, 130, 0, 0, 0, 0, 0]

X[88] <= -5.0
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 41

value = [0, 0, 0, 0, 41, 0, 0, 0, 0, 0]

X[526] <= 118.545
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 10, 0, 0, 0, 0, 0]

X[357] <= 135.157
gini = 0.117

samples = 16
value = [0, 0, 15, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[767] <= 73.947
gini = 0.406
samples = 8

value = [0, 0, 1, 1, 6, 0, 0, 0, 0, 0]

X[161] <= 176.75
gini = 0.233

samples = 89
value = [0, 0, 77, 0, 12, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 10, 0, 0, 0, 0, 0]

X[746] <= 87.335
gini = 0.561

samples = 42
value = [0, 0, 8, 3, 26, 0, 5, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 8, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 37

value = [0, 0, 0, 0, 37, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[43] <= -20.695
gini = 0.266

samples = 175
value = [1, 0, 14, 1, 149, 0, 9, 0, 1, 0]

X[751] <= 105.78
gini = 0.497

samples = 55
value = [0, 0, 19, 0, 34, 0, 2, 0, 0, 0]

X[524] <= 78.4
gini = 0.444
samples = 3

value = [0, 0, 1, 2, 0, 0, 0, 0, 0, 0]

X[215] <= 133.848
gini = 0.131

samples = 853
value = [2, 0, 36, 1, 794, 0, 17, 0, 3, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[625] <= 50.466
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 27

value = [0, 0, 0, 0, 27, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[583] <= -5.724
gini = 0.163

samples = 23
value = [0, 0, 21, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[658] <= 109.764
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[399] <= 108.604
gini = 0.155

samples = 398
value = [0, 0, 14, 0, 365, 0, 19, 0, 0, 0]

X[77] <= -30.276
gini = 0.346
samples = 9

value = [0, 0, 7, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

X[171] <= -7.38
gini = 0.298

samples = 11
value = [0, 0, 2, 0, 0, 0, 9, 0, 0, 0]

X[319] <= 103.095
gini = 0.375
samples = 8

value = [0, 0, 0, 0, 6, 0, 2, 0, 0, 0]

X[369] <= 192.345
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

X[665] <= 171.909
gini = 0.142

samples = 26
value = [0, 0, 2, 0, 24, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[143] <= -0.086
gini = 0.096

samples = 120
value = [0, 0, 5, 0, 1, 0, 114, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[740] <= 40.01
gini = 0.365

samples = 28
value = [0, 0, 2, 0, 3, 0, 22, 0, 1, 0]

X[736] <= 148.889
gini = 0.588

samples = 33
value = [0, 0, 5, 0, 18, 0, 10, 0, 0, 0]

X[627] <= -5.474
gini = 0.411

samples = 77
value = [1, 0, 4, 0, 57, 0, 15, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[510] <= -21.937
gini = 0.426

samples = 94
value = [2, 0, 7, 0, 16, 0, 69, 0, 0, 0]

X[177] <= 121.18
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 6, 0, 1, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 8, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[380] <= -24.418
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 9, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[776] <= 146.924
gini = 0.134

samples = 57
value = [1, 0, 0, 2, 53, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[485] <= -32.341
gini = 0.067

samples = 29
value = [0, 0, 28, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 0, 19, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[555] <= 52.777
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

X[17] <= -35.653
gini = 0.085

samples = 91
value = [0, 0, 87, 0, 3, 0, 1, 0, 0, 0]

X[513] <= 95.89
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[602] <= 57.285
gini = 0.278
samples = 6

value = [0, 0, 1, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 29

value = [0, 0, 0, 0, 29, 0, 0, 0, 0, 0]

X[94] <= 92.308
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[685] <= 134.905
gini = 0.133

samples = 28
value = [0, 0, 2, 0, 26, 0, 0, 0, 0, 0]

X[651] <= 136.908
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[136] <= -9.111
gini = 0.019

samples = 103
value = [0, 0, 1, 0, 102, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[707] <= 101.262
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 91

value = [0, 0, 0, 91, 0, 0, 0, 0, 0, 0]

X[568] <= 31.261
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[70] <= -29.705
gini = 0.095

samples = 20
value = [19, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[322] <= 39.535
gini = 0.625
samples = 4

value = [2, 0, 0, 0, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[734] <= 78.95
gini = 0.781
samples = 8

value = [0, 1, 3, 1, 0, 0, 1, 0, 1, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 0, 0, 16, 0, 0, 0]

X[376] <= -95.429
gini = 0.278
samples = 6

value = [1, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[750] <= -21.826
gini = 0.444

samples = 18
value = [1, 0, 13, 1, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[687] <= -94.486
gini = 0.271

samples = 146
value = [10, 0, 8, 1, 2, 0, 124, 0, 1, 0]

X[368] <= 148.945
gini = 0.444
samples = 3

value = [2, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[686] <= -77.375
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[540] <= -85.651
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

X[388] <= -64.988
gini = 0.219
samples = 8

value = [0, 0, 0, 7, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[48] <= 174.332
gini = 0.776
samples = 7

value = [1, 1, 2, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[595] <= 113.056
gini = 0.16

samples = 59
value = [1, 0, 54, 1, 1, 0, 2, 0, 0, 0]

X[719] <= -15.994
gini = 0.5

samples = 6
value = [0, 0, 3, 0, 0, 0, 3, 0, 0, 0]

X[260] <= -22.486
gini = 0.382

samples = 26
value = [0, 0, 20, 1, 1, 0, 4, 0, 0, 0]

X[411] <= -6.654
gini = 0.594
samples = 8

value = [3, 0, 1, 0, 0, 0, 4, 0, 0, 0]

X[468] <= -26.635
gini = 0.465

samples = 19
value = [0, 0, 12, 0, 0, 0, 7, 0, 0, 0]

X[16] <= 112.973
gini = 0.226

samples = 24
value = [0, 0, 2, 0, 0, 0, 21, 0, 1, 0]

X[369] <= 54.345
gini = 0.48

samples = 5
value = [0, 0, 0, 3, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 25

value = [0, 0, 25, 0, 0, 0, 0, 0, 0, 0]

X[12] <= 0.907
gini = 0.673

samples = 54
value = [4, 1, 28, 2, 9, 0, 8, 0, 2, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[509] <= -15.524
gini = 0.15

samples = 25
value = [0, 0, 1, 0, 0, 0, 23, 0, 1, 0]

X[148] <= 140.513
gini = 0.625
samples = 4

value = [2, 0, 1, 0, 0, 0, 1, 0, 0, 0]

X[164] <= 181.477
gini = 0.083

samples = 46
value = [2, 0, 0, 0, 0, 0, 44, 0, 0, 0]

X[469] <= 56.996
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[635] <= 96.912
gini = 0.64

samples = 5
value = [0, 0, 1, 0, 2, 0, 0, 0, 2, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[455] <= 57.124
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

X[216] <= -71.681
gini = 0.162

samples = 80
value = [6, 0, 73, 0, 0, 0, 1, 0, 0, 0]

X[510] <= -78.437
gini = 0.245
samples = 7

value = [1, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[229] <= 119.007
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[15] <= 120.594
gini = 0.064

samples = 61
value = [1, 0, 1, 0, 0, 0, 59, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[771] <= 87.789
gini = 0.112

samples = 305
value = [0, 0, 287, 0, 2, 0, 14, 0, 2, 0]

X[712] <= -31.239
gini = 0.58

samples = 10
value = [0, 0, 5, 0, 1, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[115] <= -2.523
gini = 0.095

samples = 61
value = [0, 0, 58, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[489] <= 82.579
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[124] <= 26.495
gini = 0.56

samples = 5
value = [1, 0, 0, 0, 1, 0, 3, 0, 0, 0]

X[76] <= -14.875
gini = 0.219
samples = 8

value = [0, 0, 7, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[133] <= -8.461
gini = 0.64

samples = 5
value = [2, 0, 2, 1, 0, 0, 0, 0, 0, 0]

X[190] <= -45.45
gini = 0.081

samples = 1505
value = [6, 0, 1442, 0, 25, 0, 32, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 103

value = [0, 0, 103, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[763] <= 93.911
gini = 0.027

samples = 74
value = [0, 0, 73, 0, 0, 0, 1, 0, 0, 0]

X[655] <= 53.957
gini = 0.5

samples = 4
value = [0, 0, 2, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[528] <= 94.537
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

X[260] <= 162.514
gini = 0.039

samples = 50
value = [0, 0, 49, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[469] <= 128.496
gini = 0.255

samples = 14
value = [0, 0, 12, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[733] <= 34.412
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

X[772] <= 140.387
gini = 0.064

samples = 30
value = [0, 0, 29, 0, 0, 0, 1, 0, 0, 0]

X[394] <= 20.541
gini = 0.625
samples = 4

value = [1, 0, 0, 0, 1, 0, 0, 0, 2, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 43

value = [0, 0, 43, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 10, 0, 0, 0, 0, 0, 0, 0]

X[293] <= -47.819
gini = 0.375
samples = 4

value = [0, 0, 1, 0, 0, 0, 3, 0, 0, 0]

X[651] <= -70.092
gini = 0.016

samples = 124
value = [1, 0, 123, 0, 0, 0, 0, 0, 0, 0]

X[709] <= -16.494
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

X[175] <= 31.09
gini = 0.275

samples = 212
value = [1, 0, 179, 0, 14, 0, 18, 0, 0, 0]

X[15] <= 42.094
gini = 0.624

samples = 42
value = [1, 0, 21, 1, 14, 0, 5, 0, 0, 0]

X[428] <= -20.258
gini = 0.57

samples = 16
value = [0, 0, 5, 0, 9, 0, 2, 0, 0, 0]

X[749] <= 2.924
gini = 0.546

samples = 71
value = [0, 1, 40, 1, 3, 0, 26, 0, 0, 0]

X[662] <= 136.93
gini = 0.13

samples = 205
value = [0, 0, 191, 1, 7, 0, 6, 0, 0, 0]

X[509] <= 163.476
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

X[711] <= 23.873
gini = 0.449
samples = 7

value = [0, 0, 5, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 55

value = [0, 0, 0, 0, 0, 0, 55, 0, 0, 0]

X[444] <= 154.889
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[297] <= 22.333
gini = 0.278
samples = 6

value = [0, 0, 5, 0, 0, 0, 1, 0, 0, 0]

X[66] <= 111.115
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 2, 0, 0, 0, 0, 0]

X[419] <= 142.957
gini = 0.007

samples = 834
value = [0, 0, 0, 0, 0, 831, 0, 3, 0, 0]

X[531] <= 4.202
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[558] <= 202.055
gini = 0.014

samples = 143
value = [0, 0, 0, 0, 0, 0, 0, 142, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[564] <= 181.378
gini = 0.027

samples = 3592
value = [0, 0, 0, 0, 0, 38, 0, 3543, 1, 10]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[484] <= -78.231
gini = 0.408
samples = 7

value = [0, 0, 0, 0, 0, 5, 0, 2, 0, 0]

X[369] <= -2.155
gini = 0.162

samples = 46
value = [0, 0, 0, 0, 0, 3, 0, 42, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 0, 9, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[350] <= -28.683
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 1]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 4, 0]

X[246] <= 162.929
gini = 0.106

samples = 504
value = [0, 0, 0, 0, 0, 4, 0, 476, 0, 24]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[410] <= -37.941
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

X[511] <= -15.878
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 1]

X[601] <= -46.41
gini = 0.086

samples = 67
value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 64]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 6]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 9]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 0, 14, 0, 0]

X[594] <= -81.1
gini = 0.408
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 5]

gini = 0.0
samples = 37

value = [0, 0, 0, 0, 0, 0, 0, 37, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[305] <= 196.813
gini = 0.128

samples = 102
value = [0, 0, 0, 0, 0, 0, 0, 95, 0, 7]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[258] <= 3.172
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[505] <= 208.107
gini = 0.036

samples = 326
value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 320]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[628] <= -103.794
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

gini = 0.0
samples = 128

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 128]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[236] <= -107.666
gini = 0.097

samples = 78
value = [0, 0, 0, 0, 0, 0, 0, 74, 0, 4]

X[410] <= -50.441
gini = 0.028

samples = 4196
value = [0, 0, 0, 0, 0, 7, 0, 53, 0, 4136]

X[632] <= -63.367
gini = 0.426

samples = 13
value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 9]

X[565] <= 109.268
gini = 0.444

samples = 12
value = [0, 0, 0, 0, 0, 0, 0, 8, 0, 4]

X[190] <= 181.55
gini = 0.097

samples = 39
value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 37]

X[194] <= 22.816
gini = 0.001

samples = 1354
value = [0, 0, 0, 0, 0, 1, 0, 0, 1353, 0]

X[184] <= -60.213
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 1, 0]

X[123] <= 66.713
gini = 0.5

samples = 2
value = [0, 1, 0, 1, 0, 0, 0, 0, 0, 0]

X[657] <= -67.863
gini = 0.007

samples = 266
value = [0, 1, 0, 265, 0, 0, 0, 0, 0, 0]

X[39] <= 121.843
gini = 0.071

samples = 27
value = [0, 1, 0, 26, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 14, 0, 0, 0, 0, 0, 0]

X[47] <= -44.634
gini = 0.43

samples = 11
value = [0, 8, 0, 2, 0, 0, 1, 0, 0, 0]

X[38] <= 174.799
gini = 0.071

samples = 190
value = [0, 6, 0, 183, 1, 0, 0, 0, 0, 0]

X[655] <= 93.957
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 7, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[181] <= -108.561
gini = 0.027

samples = 2214
value = [9, 12, 1, 2184, 0, 0, 7, 0, 1, 0]

X[380] <= 88.082
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

X[379] <= -54.505
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 13

value = [13, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 3, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 14, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[68] <= 149.09
gini = 0.025

samples = 158
value = [0, 1, 0, 156, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[229] <= -53.993
gini = 0.038

samples = 103
value = [0, 1, 0, 101, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 4, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[691] <= 166.179
gini = 0.377

samples = 83
value = [4, 2, 1, 65, 5, 0, 4, 0, 2, 0]

X[708] <= -68.325
gini = 0.621

samples = 21
value = [0, 1, 1, 10, 1, 0, 8, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[407] <= 77.111
gini = 0.72

samples = 5
value = [1, 0, 1, 1, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[158] <= -48.596
gini = 0.278
samples = 6

value = [0, 1, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 5, 0, 0, 0, 0, 0, 0, 0, 0]

X[93] <= 62.773
gini = 0.283

samples = 43
value = [0, 0, 0, 5, 36, 0, 2, 0, 0, 0]

X[718] <= 55.262
gini = 0.32

samples = 5
value = [0, 0, 0, 4, 0, 0, 1, 0, 0, 0]

X[75] <= 14.261
gini = 0.433

samples = 33
value = [1, 0, 0, 24, 6, 0, 2, 0, 0, 0]

X[769] <= 49.515
gini = 0.219
samples = 8

value = [0, 0, 0, 0, 7, 0, 1, 0, 0, 0]

X[632] <= 102.633
gini = 0.19

samples = 237
value = [0, 0, 0, 23, 212, 0, 2, 0, 0, 0]

X[429] <= 75.066
gini = 0.444
samples = 6

value = [0, 0, 0, 4, 2, 0, 0, 0, 0, 0]

X[209] <= 79.748
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[266] <= 91.819
gini = 0.625
samples = 4

value = [0, 0, 0, 0, 2, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[658] <= -35.736
gini = 0.069

samples = 169
value = [4, 2, 0, 163, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[766] <= -20.234
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[303] <= 30.754
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[656] <= 127.646
gini = 0.101

samples = 38
value = [0, 0, 1, 36, 1, 0, 0, 0, 0, 0]

X[212] <= -38.265
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[94] <= 38.308
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

X[44] <= 127.916
gini = 0.139

samples = 41
value = [38, 0, 1, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[8] <= 4.301
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

X[498] <= -102.529
gini = 0.009

samples = 455
value = [1, 0, 0, 453, 0, 0, 1, 0, 0, 0]

X[742] <= 116.681
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[741] <= -58.386
gini = 0.121

samples = 221
value = [3, 2, 0, 207, 6, 0, 3, 0, 0, 0]

X[713] <= 111.394
gini = 0.562

samples = 18
value = [0, 0, 1, 11, 4, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[511] <= -45.878
gini = 0.67

samples = 31
value = [0, 1, 1, 15, 5, 0, 8, 0, 1, 0]

X[326] <= -9.451
gini = 0.135

samples = 28
value = [0, 0, 0, 26, 1, 0, 1, 0, 0, 0]

X[244] <= -105.973
gini = 0.016

samples = 122
value = [0, 0, 0, 121, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 73

value = [0, 0, 0, 0, 73, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[120] <= -62.297
gini = 0.64

samples = 10
value = [5, 1, 0, 3, 1, 0, 0, 0, 0, 0]

X[216] <= -77.681
gini = 0.491

samples = 34
value = [10, 0, 0, 2, 0, 0, 22, 0, 0, 0]

X[572] <= -4.155
gini = 0.353

samples = 62
value = [49, 0, 0, 7, 0, 0, 6, 0, 0, 0]

X[96] <= -44.93
gini = 0.457

samples = 17
value = [6, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[13] <= 64.129
gini = 0.615

samples = 24
value = [13, 0, 1, 4, 0, 0, 6, 0, 0, 0]

X[712] <= 119.261
gini = 0.388

samples = 17
value = [2, 2, 0, 0, 0, 0, 13, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[692] <= -19.528
gini = 0.32

samples = 5
value = [4, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[186] <= 36.938
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

X[345] <= -25.264
gini = 0.126

samples = 166
value = [155, 1, 0, 6, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[39] <= -23.657
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 0, 0, 0, 0, 24, 0, 0, 0]

X[289] <= -22.453
gini = 0.095

samples = 20
value = [19, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[64] <= 28.851
gini = 0.562

samples = 44
value = [24, 0, 0, 4, 0, 0, 16, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

X[511] <= 50.622
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

X[769] <= 58.515
gini = 0.048

samples = 41
value = [40, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 22

value = [22, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [9, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 41

value = [41, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[770] <= -33.656
gini = 0.348

samples = 55
value = [3, 3, 0, 4, 1, 0, 44, 0, 0, 0]

X[121] <= 49.055
gini = 0.705

samples = 33
value = [11, 2, 0, 5, 1, 0, 13, 0, 1, 0]

X[497] <= -80.433
gini = 0.661

samples = 22
value = [11, 0, 1, 0, 4, 0, 5, 0, 1, 0]

X[652] <= 129.785
gini = 0.305

samples = 16
value = [3, 0, 0, 0, 0, 0, 13, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 21

value = [21, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[569] <= 54.261
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[13] <= 125.129
gini = 0.053

samples = 73
value = [0, 0, 2, 0, 0, 0, 71, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[662] <= 73.93
gini = 0.504

samples = 48
value = [10, 1, 1, 4, 0, 0, 32, 0, 0, 0]

X[629] <= 50.22
gini = 0.604

samples = 19
value = [11, 1, 2, 1, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 31

value = [0, 0, 0, 0, 0, 0, 31, 0, 0, 0]

X[97] <= 142.357
gini = 0.067

samples = 29
value = [28, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[103] <= 118.763
gini = 0.625
samples = 4

value = [1, 0, 1, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[594] <= 48.4
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[679] <= 107.668
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 2, 0, 0, 0, 0, 0]

X[19] <= 67.091
gini = 0.053

samples = 37
value = [1, 0, 0, 36, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[718] <= 77.762
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[72] <= -104.554
gini = 0.01

samples = 204
value = [1, 0, 0, 0, 0, 0, 203, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[359] <= -63.563
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[295] <= -135.963
gini = 0.063

samples = 154
value = [149, 0, 0, 1, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [16, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 0, 0, 0, 0, 24, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[20] <= 32.891
gini = 0.016

samples = 245
value = [243, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[146] <= 149.205
gini = 0.346
samples = 9

value = [7, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[153] <= 117.21
gini = 0.124

samples = 15
value = [0, 0, 0, 1, 0, 0, 14, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [12, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[451] <= -37.696
gini = 0.046

samples = 126
value = [123, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[80] <= -4.247
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[657] <= 132.137
gini = 0.104

samples = 237
value = [224, 0, 0, 1, 0, 0, 12, 0, 0, 0]

X[579] <= 8.183
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

X[452] <= -54.644
gini = 0.406
samples = 8

value = [1, 1, 0, 0, 0, 0, 6, 0, 0, 0]

X[34] <= -3.857
gini = 0.18

samples = 10
value = [9, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[386] <= 103.148
gini = 0.023

samples = 2014
value = [1991, 0, 0, 0, 0, 0, 23, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[682] <= -46.245
gini = 0.208

samples = 203
value = [179, 0, 0, 0, 0, 0, 24, 0, 0, 0]

X[221] <= -20.844
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 11

value = [11, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[509] <= -80.524
gini = 0.046

samples = 84
value = [82, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[486] <= 95.561
gini = 0.143

samples = 133
value = [0, 0, 0, 2, 0, 2, 3, 2, 123, 1]

X[584] <= -15.417
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[566] <= -76.408
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 0, 0, 12, 0]

X[378] <= 84.985
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 1]

X[672] <= 167.076
gini = 0.037

samples = 2867
value = [4, 0, 7, 1, 7, 11, 15, 4, 2814, 4]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[541] <= -15.974
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[750] <= 1.674
gini = 0.184

samples = 30
value = [0, 0, 27, 0, 1, 0, 2, 0, 0, 0]

X[406] <= -100.66
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[14] <= 178.977
gini = 0.079

samples = 49
value = [0, 0, 1, 0, 47, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[440] <= 108.239
gini = 0.031

samples = 64
value = [0, 0, 63, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

X[699] <= -1.317
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 0, 0, 2, 0]

X[664] <= 82.551
gini = 0.263

samples = 27
value = [0, 0, 2, 0, 23, 0, 2, 0, 0, 0]

X[147] <= 70.606
gini = 0.5

samples = 6
value = [0, 0, 4, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[319] <= 107.095
gini = 0.23

samples = 211
value = [0, 0, 18, 0, 184, 0, 9, 0, 0, 0]

X[440] <= -94.261
gini = 0.364

samples = 125
value = [0, 0, 12, 0, 98, 0, 14, 0, 1, 0]

X[275] <= 24.442
gini = 0.566

samples = 91
value = [0, 0, 8, 0, 48, 0, 35, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[551] <= 8.058
gini = 0.123

samples = 480
value = [0, 0, 15, 0, 449, 0, 16, 0, 0, 0]

X[358] <= 131.098
gini = 0.612

samples = 11
value = [1, 0, 1, 0, 6, 0, 3, 0, 0, 0]

X[603] <= 108.366
gini = 0.102

samples = 37
value = [0, 0, 0, 0, 35, 0, 2, 0, 0, 0]

X[45] <= -76.152
gini = 0.48

samples = 5
value = [0, 0, 3, 0, 2, 0, 0, 0, 0, 0]

X[350] <= 100.317
gini = 0.208

samples = 17
value = [0, 0, 15, 0, 0, 0, 2, 0, 0, 0]

X[485] <= 102.159
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[368] <= 139.945
gini = 0.375
samples = 4

value = [0, 0, 1, 0, 0, 0, 3, 0, 0, 0]

X[610] <= -3.29
gini = 0.625
samples = 4

value = [1, 0, 0, 0, 0, 1, 0, 0, 0, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[15] <= 170.594
gini = 0.056

samples = 35
value = [0, 0, 1, 34, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[286] <= -61.417
gini = 0.227

samples = 16
value = [0, 0, 0, 1, 14, 0, 0, 0, 1, 0]

X[374] <= 14.642
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

X[233] <= 68.175
gini = 0.64

samples = 5
value = [2, 0, 0, 0, 0, 0, 2, 0, 1, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[240] <= -58.485
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[381] <= -68.281
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[71] <= -38.825
gini = 0.258

samples = 34
value = [0, 0, 29, 0, 4, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[236] <= 48.834
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 31

value = [0, 0, 0, 0, 31, 0, 0, 0, 0, 0]

X[213] <= 59.27
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[714] <= 146.767
gini = 0.124

samples = 170
value = [0, 0, 5, 3, 159, 0, 3, 0, 0, 0]

X[33] <= -1.584
gini = 0.377

samples = 49
value = [0, 0, 1, 5, 38, 0, 5, 0, 0, 0]

X[125] <= 127.633
gini = 0.375
samples = 4

value = [0, 0, 0, 3, 0, 0, 1, 0, 0, 0]

X[667] <= 1.481
gini = 0.5

samples = 4
value = [0, 0, 2, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[259] <= -23.185
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

X[675] <= 133.775
gini = 0.247

samples = 188
value = [0, 0, 10, 0, 16, 0, 162, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[182] <= 46.413
gini = 0.639

samples = 13
value = [0, 0, 7, 0, 2, 0, 2, 0, 2, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 13, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[208] <= 13.135
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[19] <= 25.591
gini = 0.027

samples = 1157
value = [0, 0, 3, 0, 13, 0, 1141, 0, 0, 0]

X[220] <= -38.37
gini = 0.444

samples = 15
value = [0, 0, 0, 0, 5, 0, 10, 0, 0, 0]

X[208] <= 42.635
gini = 0.108

samples = 53
value = [0, 0, 2, 1, 0, 0, 50, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[523] <= -103.065
gini = 0.071

samples = 27
value = [0, 0, 0, 0, 26, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[73] <= -26.46
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 0, 0, 1, 0, 1, 0]

X[596] <= -57.365
gini = 0.077

samples = 25
value = [0, 0, 0, 0, 24, 0, 1, 0, 0, 0]

X[301] <= 83.675
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[346] <= 92.932
gini = 0.192

samples = 171
value = [1, 0, 3, 0, 14, 0, 153, 0, 0, 0]

X[725] <= -11.294
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[255] <= 79.694
gini = 0.444
samples = 3

value = [1, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[71] <= 137.675
gini = 0.042

samples = 47
value = [0, 0, 0, 0, 1, 0, 46, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[8] <= -5.199
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[73] <= 78.04
gini = 0.612
samples = 7

value = [1, 0, 0, 0, 3, 0, 0, 0, 3, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 9, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[467] <= 101.059
gini = 0.05

samples = 39
value = [0, 0, 0, 1, 38, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 154

value = [0, 0, 0, 154, 0, 0, 0, 0, 0, 0]

X[413] <= 114.947
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

X[717] <= 75.147
gini = 0.175

samples = 31
value = [0, 0, 28, 0, 3, 0, 0, 0, 0, 0]

X[219] <= -16.949
gini = 0.408
samples = 7

value = [0, 0, 2, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 24, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[74] <= -85.66
gini = 0.097

samples = 99
value = [0, 0, 3, 2, 94, 0, 0, 0, 0, 0]

X[103] <= 46.763
gini = 0.722
samples = 6

value = [0, 0, 2, 0, 2, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[383] <= 4.966
gini = 0.165

samples = 22
value = [0, 0, 2, 0, 20, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

X[305] <= -29.687
gini = 0.079

samples = 245
value = [1, 0, 235, 0, 7, 0, 2, 0, 0, 0]

X[744] <= 40.512
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[206] <= 36.766
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 1]

gini = 0.0
samples = 15

value = [0, 0, 15, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 0, 19, 0, 0, 0, 0, 0]

X[570] <= -10.34
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 14, 0, 0, 0, 0, 0, 0, 0]

X[286] <= 76.083
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 8, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[127] <= 5.317
gini = 0.027

samples = 72
value = [0, 0, 71, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[179] <= -11.29
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[7] <= 3.775
gini = 0.027

samples = 72
value = [0, 0, 1, 0, 71, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[716] <= -0.12
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[637] <= 68.07
gini = 0.75

samples = 4
value = [0, 1, 0, 1, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 17

value = [0, 0, 0, 0, 17, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[520] <= 4.214
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[154] <= 142.639
gini = 0.089

samples = 64
value = [0, 0, 3, 0, 61, 0, 0, 0, 0, 0]

X[773] <= 67.528
gini = 0.255

samples = 14
value = [0, 0, 1, 1, 12, 0, 0, 0, 0, 0]

X[598] <= 87.1
gini = 0.702

samples = 15
value = [0, 0, 5, 1, 4, 0, 5, 0, 0, 0]

X[651] <= 178.908
gini = 0.091

samples = 21
value = [0, 0, 20, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[89] <= 69.443
gini = 0.036

samples = 111
value = [0, 0, 109, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[348] <= -116.201
gini = 0.154

samples = 61
value = [0, 0, 3, 0, 56, 0, 2, 0, 0, 0]

X[776] <= -13.076
gini = 0.571
samples = 7

value = [0, 0, 2, 0, 0, 0, 4, 0, 1, 0]

X[721] <= 85.183
gini = 0.556

samples = 75
value = [0, 0, 39, 1, 31, 0, 4, 0, 0, 0]

X[552] <= -91.509
gini = 0.355

samples = 58
value = [0, 0, 12, 0, 45, 1, 0, 0, 0, 0]

X[412] <= -82.771
gini = 0.058

samples = 134
value = [0, 0, 4, 0, 130, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[773] <= -33.972
gini = 0.56

samples = 5
value = [0, 0, 1, 0, 1, 0, 3, 0, 0, 0]

X[235] <= 16.631
gini = 0.046

samples = 42
value = [0, 0, 1, 0, 41, 0, 0, 0, 0, 0]

X[180] <= 93.171
gini = 0.379

samples = 13
value = [0, 0, 2, 0, 10, 0, 1, 0, 0, 0]

X[668] <= 75.066
gini = 0.278

samples = 18
value = [0, 0, 15, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 11, 0, 0, 0, 0, 0]

X[734] <= 8.95
gini = 0.319

samples = 97
value = [0, 0, 78, 1, 18, 0, 0, 0, 0, 0]

X[267] <= 42.565
gini = 0.278

samples = 12
value = [0, 0, 2, 0, 10, 0, 0, 0, 0, 0]

X[711] <= 68.373
gini = 0.614

samples = 50
value = [0, 0, 16, 3, 26, 0, 5, 0, 0, 0]

X[342] <= 179.786
gini = 0.051

samples = 38
value = [0, 0, 1, 0, 37, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 9, 0, 0, 0, 0, 0, 0, 0]

X[400] <= 94.306
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 1, 0, 0, 0, 0, 0]

X[721] <= 150.183
gini = 0.344

samples = 230
value = [1, 0, 33, 1, 183, 0, 11, 0, 1, 0]

X[345] <= -94.764
gini = 0.137

samples = 856
value = [2, 0, 37, 3, 794, 0, 17, 0, 3, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[751] <= -2.72
gini = 0.245
samples = 7

value = [1, 0, 6, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 23

value = [0, 0, 0, 0, 23, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[680] <= 90.46
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[157] <= 121.534
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 16, 0, 0, 0, 0, 0, 0, 0]

X[704] <= 84.2
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[747] <= -60.828
gini = 0.625
samples = 4

value = [0, 0, 2, 0, 1, 0, 1, 0, 0, 0]

X[714] <= 121.767
gini = 0.069

samples = 28
value = [0, 0, 0, 0, 27, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[741] <= -67.386
gini = 0.219
samples = 8

value = [0, 0, 7, 0, 0, 0, 1, 0, 0, 0]

X[759] <= 15.156
gini = 0.278

samples = 25
value = [0, 0, 21, 0, 3, 0, 1, 0, 0, 0]

X[484] <= -97.231
gini = 0.571
samples = 7

value = [0, 0, 2, 0, 1, 0, 4, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

X[345] <= 131.236
gini = 0.278
samples = 6

value = [0, 0, 1, 0, 0, 0, 5, 0, 0, 0]

X[327] <= -114.797
gini = 0.167

samples = 401
value = [0, 0, 17, 0, 365, 0, 19, 0, 0, 0]

X[511] <= 130.122
gini = 0.5

samples = 14
value = [0, 0, 7, 0, 7, 0, 0, 0, 0, 0]

X[690] <= 142.942
gini = 0.554

samples = 19
value = [0, 0, 2, 0, 6, 0, 11, 0, 0, 0]

X[668] <= 62.566
gini = 0.295

samples = 29
value = [0, 0, 4, 0, 24, 0, 1, 0, 0, 0]

X[548] <= 28.397
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[395] <= 25.272
gini = 0.138

samples = 123
value = [0, 0, 5, 0, 4, 0, 114, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[455] <= 101.124
gini = 0.593

samples = 61
value = [0, 0, 7, 0, 21, 0, 32, 0, 1, 0]

X[17] <= 117.347
gini = 0.449

samples = 80
value = [1, 0, 7, 0, 57, 0, 15, 0, 0, 0]

X[95] <= 130.376
gini = 0.467

samples = 101
value = [2, 0, 7, 0, 22, 0, 70, 0, 0, 0]

X[413] <= 128.447
gini = 0.397

samples = 11
value = [0, 0, 3, 0, 8, 0, 0, 0, 0, 0]

X[263] <= 26.883
gini = 0.667
samples = 6

value = [1, 0, 3, 0, 1, 0, 1, 0, 0, 0]

X[69] <= 43.528
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 9, 0, 1, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 12, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[521] <= 68.835
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[726] <= 148.942
gini = 0.189

samples = 59
value = [1, 0, 0, 2, 53, 0, 3, 0, 0, 0]

X[745] <= -30.567
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 1, 0, 0, 0]

X[623] <= 74.1
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 26

value = [0, 0, 0, 0, 26, 0, 0, 0, 0, 0]

X[122] <= 141.655
gini = 0.124

samples = 30
value = [0, 0, 28, 0, 2, 0, 0, 0, 0, 0]

X[553] <= 146.149
gini = 0.32

samples = 5
value = [0, 0, 1, 0, 4, 0, 0, 0, 0, 0]

X[579] <= 14.183
gini = 0.172

samples = 21
value = [0, 0, 2, 0, 19, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

X[639] <= 6.027
gini = 0.667
samples = 3

value = [0, 0, 1, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[95] <= 142.876
gini = 0.121

samples = 94
value = [0, 0, 88, 0, 5, 0, 1, 0, 0, 0]

X[596] <= 49.135
gini = 0.5

samples = 10
value = [0, 0, 5, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[775] <= 36.291
gini = 0.123

samples = 31
value = [0, 0, 1, 1, 29, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[417] <= -22.184
gini = 0.242

samples = 30
value = [1, 0, 2, 0, 26, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 16, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[385] <= 45.797
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

X[9] <= 184.565
gini = 0.038

samples = 104
value = [0, 0, 2, 0, 102, 0, 0, 0, 0, 0]

X[469] <= 105.996
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[538] <= 54.205
gini = 0.667
samples = 3

value = [0, 0, 0, 1, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[593] <= 17.949
gini = 0.021

samples = 94
value = [0, 0, 0, 93, 1, 0, 0, 0, 0, 0]

X[358] <= 86.098
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 88

value = [88, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 12, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[147] <= 42.106
gini = 0.375
samples = 4

value = [3, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[626] <= -16.881
gini = 0.278
samples = 6

value = [5, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[440] <= -60.761
gini = 0.198
samples = 9

value = [0, 0, 0, 1, 0, 0, 8, 0, 0, 0]

X[577] <= 80.126
gini = 0.244

samples = 22
value = [19, 0, 1, 0, 0, 0, 2, 0, 0, 0]

X[550] <= 25.88
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[319] <= 53.095
gini = 0.722
samples = 6

value = [2, 0, 0, 0, 1, 0, 2, 0, 1, 0]

gini = 0.0
samples = 14

value = [14, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[527] <= -66.838
gini = 0.792

samples = 12
value = [4, 1, 3, 1, 0, 0, 1, 0, 1, 1]

X[238] <= 40.981
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[382] <= 69.451
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[539] <= -72.033
gini = 0.111

samples = 17
value = [0, 0, 1, 0, 0, 0, 16, 0, 0, 0]

X[89] <= 58.443
gini = 0.587

samples = 24
value = [2, 0, 13, 1, 0, 0, 8, 0, 0, 0]

X[479] <= -5.994
gini = 0.444
samples = 3

value = [2, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[140] <= 2.224
gini = 0.297

samples = 149
value = [12, 0, 9, 1, 2, 0, 124, 0, 1, 0]

X[329] <= -66.032
gini = 0.625
samples = 4

value = [0, 2, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[14] <= -36.023
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 12, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[373] <= -15.309
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 16, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[486] <= -127.439
gini = 0.48

samples = 10
value = [0, 1, 0, 7, 1, 0, 1, 0, 0, 0]

X[186] <= 53.438
gini = 0.375
samples = 8

value = [2, 0, 0, 0, 6, 0, 0, 0, 0, 0]

X[200] <= -26.227
gini = 0.142

samples = 13
value = [0, 0, 0, 1, 0, 0, 12, 0, 0, 0]

X[469] <= 70.496
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[745] <= 36.933
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 17

value = [0, 0, 0, 0, 17, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[688] <= 83.868
gini = 0.8

samples = 10
value = [1, 1, 2, 3, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[61] <= 83.513
gini = 0.224

samples = 65
value = [1, 0, 57, 1, 1, 0, 5, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[619] <= 72.194
gini = 0.554

samples = 34
value = [3, 0, 21, 1, 1, 0, 8, 0, 0, 0]

X[62] <= 39.446
gini = 0.469

samples = 43
value = [0, 0, 14, 0, 0, 0, 28, 0, 1, 0]

X[106] <= 52.588
gini = 0.656
samples = 8

value = [3, 0, 0, 3, 2, 0, 0, 0, 0, 0]

X[707] <= 40.762
gini = 0.523

samples = 79
value = [4, 1, 53, 2, 9, 0, 8, 0, 2, 0]

X[194] <= -8.684
gini = 0.48

samples = 5
value = [3, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[143] <= 51.914
gini = 0.304

samples = 29
value = [2, 0, 2, 0, 0, 0, 24, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 7

value = [7, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[781] <= 0.294
gini = 0.153

samples = 49
value = [2, 0, 2, 0, 0, 0, 45, 0, 0, 0]

X[329] <= 115.968
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[14] <= 25.977
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 9, 0, 0, 0, 0, 0, 0, 0]

X[514] <= 74.89
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 1, 0, 5, 0, 0, 0]

X[460] <= 18.485
gini = 0.719
samples = 8

value = [3, 0, 1, 0, 2, 0, 0, 0, 2, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[87] <= 27.066
gini = 0.444
samples = 3

value = [0, 1, 0, 0, 2, 0, 0, 0, 0, 0]

X[684] <= -65.797
gini = 0.201

samples = 82
value = [6, 1, 73, 0, 0, 0, 2, 0, 0, 0]

X[369] <= 137.345
gini = 0.568

samples = 13
value = [1, 0, 6, 0, 0, 0, 6, 0, 0, 0]

X[186] <= 116.938
gini = 0.278
samples = 6

value = [0, 0, 1, 0, 0, 0, 5, 0, 0, 0]

X[73] <= 98.54
gini = 0.625
samples = 4

value = [2, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[239] <= 44.347
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 8

value = [8, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[657] <= 50.637
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[49] <= 188.368
gini = 0.093

samples = 62
value = [2, 0, 1, 0, 0, 0, 59, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[511] <= 62.122
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 0, 13, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[557] <= 17.918
gini = 0.137

samples = 315
value = [0, 0, 292, 0, 3, 0, 18, 0, 2, 0]

X[550] <= -33.62
gini = 0.444
samples = 3

value = [0, 0, 2, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[205] <= 136.335
gini = 0.172

samples = 64
value = [0, 0, 58, 0, 1, 0, 5, 0, 0, 0]

X[105] <= 122.211
gini = 0.571
samples = 7

value = [0, 0, 1, 0, 2, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[126] <= 27.949
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[290] <= -12.514
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 1, 0, 0, 0, 0, 0]

X[732] <= -2.216
gini = 0.604

samples = 13
value = [1, 0, 7, 0, 1, 0, 4, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[357] <= 21.157
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[611] <= -57.795
gini = 0.085

samples = 1510
value = [8, 0, 1444, 1, 25, 0, 32, 0, 0, 0]

X[247] <= 13.975
gini = 0.48

samples = 10
value = [0, 0, 6, 0, 0, 0, 4, 0, 0, 0]

X[340] <= 95.273
gini = 0.32

samples = 5
value = [0, 0, 1, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 8, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[137] <= -4.498
gini = 0.019

samples = 104
value = [0, 0, 103, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 22

value = [0, 0, 22, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 0, 0, 0, 19, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[59] <= 1.775
gini = 0.074

samples = 78
value = [0, 0, 75, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[521] <= -34.665
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[124] <= 30.495
gini = 0.107

samples = 53
value = [0, 0, 50, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[443] <= 73.191
gini = 0.443

samples = 17
value = [0, 0, 12, 0, 1, 0, 4, 0, 0, 0]

X[683] <= 132.557
gini = 0.18

samples = 10
value = [0, 0, 1, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 0, 0, 0, 0, 20, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[189] <= 4.656
gini = 0.667
samples = 3

value = [0, 0, 1, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[79] <= 15.764
gini = 0.266

samples = 34
value = [1, 0, 29, 0, 1, 0, 1, 0, 2, 0]

X[142] <= -1.739
gini = 0.32

samples = 5
value = [0, 0, 1, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[463] <= 83.805
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[767] <= 130.947
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 36

value = [0, 0, 0, 0, 36, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 15, 0, 0, 0, 0, 0, 0, 0]

X[574] <= 64.995
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[574] <= 27.995
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 12, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[149] <= 34.346
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[31] <= 4.636
gini = 0.044

samples = 44
value = [0, 0, 43, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[288] <= 114.027
gini = 0.337

samples = 14
value = [0, 0, 11, 0, 0, 0, 3, 0, 0, 0]

X[80] <= -2.247
gini = 0.031

samples = 127
value = [1, 0, 125, 0, 1, 0, 0, 0, 0, 0]

X[88] <= -5.5
gini = 0.36

samples = 254
value = [2, 0, 200, 1, 28, 0, 23, 0, 0, 0]

X[657] <= -11.863
gini = 0.61

samples = 87
value = [0, 1, 45, 1, 12, 0, 28, 0, 0, 0]

X[562] <= 174.041
gini = 0.154

samples = 208
value = [0, 0, 191, 1, 8, 0, 8, 0, 0, 0]

X[482] <= 106.443
gini = 0.556

samples = 13
value = [0, 0, 5, 0, 1, 0, 7, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[440] <= 115.239
gini = 0.034

samples = 57
value = [0, 0, 1, 0, 0, 0, 56, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[417] <= -56.184
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 1]

X[660] <= 114.365
gini = 0.617
samples = 9

value = [0, 0, 5, 1, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 14, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[241] <= -11.561
gini = 0.01

samples = 837
value = [0, 0, 0, 0, 0, 833, 0, 4, 0, 0]

X[289] <= -92.953
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[502] <= 203.072
gini = 0.027

samples = 144
value = [0, 0, 0, 0, 0, 0, 0, 142, 0, 2]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 0]

gini = 0.0
samples = 27

value = [0, 0, 0, 0, 0, 0, 0, 27, 0, 0]

X[545] <= -117.17
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 9, 0, 0, 0, 0]

X[364] <= 106.806
gini = 0.028

samples = 3593
value = [0, 0, 0, 0, 0, 38, 0, 3543, 2, 10]

X[456] <= -62.225
gini = 0.288

samples = 53
value = [0, 0, 0, 0, 0, 8, 0, 44, 0, 1]

X[331] <= -41.766
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 133

value = [0, 0, 0, 0, 0, 133, 0, 0, 0, 0]

X[481] <= -29.069
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[344] <= 93.417
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 0, 1, 0, 9, 0, 0]

X[446] <= 154.672
gini = 0.5

samples = 6
value = [0, 0, 0, 0, 0, 1, 0, 0, 4, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 7]

gini = 0.0
samples = 23

value = [0, 0, 0, 0, 0, 0, 0, 23, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[153] <= -80.29
gini = 0.112

samples = 506
value = [0, 0, 0, 0, 0, 4, 0, 476, 0, 26]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 8]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 21

value = [0, 0, 0, 0, 0, 0, 0, 21, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 7]

X[272] <= 119.585
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 0]

X[474] <= 55.376
gini = 0.56

samples = 5
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 3]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 0]

X[506] <= 84.805
gini = 0.133

samples = 70
value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 65]

X[239] <= -97.653
gini = 0.5

samples = 12
value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 6]

X[466] <= 44.526
gini = 0.298

samples = 11
value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 9]

X[209] <= -110.252
gini = 0.363

samples = 21
value = [0, 0, 0, 0, 0, 0, 0, 16, 0, 5]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 15]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[496] <= 120.415
gini = 0.051

samples = 38
value = [0, 0, 0, 0, 0, 1, 0, 37, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

X[292] <= 11.565
gini = 0.145

samples = 103
value = [0, 0, 0, 0, 0, 1, 0, 95, 0, 7]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[309] <= -5.713
gini = 0.667
samples = 3

value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 1]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 0, 9, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 20]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 146

value = [0, 0, 0, 0, 0, 146, 0, 0, 0, 0]

X[627] <= 11.526
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[562] <= 211.541
gini = 0.042

samples = 327
value = [0, 0, 0, 0, 0, 0, 0, 7, 0, 320]

X[324] <= -52.28
gini = 0.015

samples = 130
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 129]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[573] <= -0.041
gini = 0.119

samples = 79
value = [0, 0, 0, 0, 0, 0, 0, 74, 0, 5]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

X[397] <= -64.595
gini = 0.03

samples = 4209
value = [0, 0, 0, 0, 0, 7, 0, 57, 0, 4145]

X[239] <= -34.153
gini = 0.315

samples = 51
value = [0, 0, 0, 0, 0, 0, 0, 10, 0, 41]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 22

value = [0, 0, 0, 0, 0, 0, 0, 22, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[10] <= 31.044
gini = 0.003

samples = 1356
value = [0, 0, 0, 0, 1, 1, 0, 0, 1354, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[182] <= -107.587
gini = 0.015

samples = 268
value = [0, 2, 0, 266, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[98] <= 125.395
gini = 0.133

samples = 28
value = [0, 2, 0, 26, 0, 0, 0, 0, 0, 0]

X[577] <= -27.374
gini = 0.486

samples = 25
value = [0, 8, 0, 16, 0, 0, 1, 0, 0, 0]

X[289] <= 122.047
gini = 0.09

samples = 192
value = [1, 6, 0, 183, 1, 0, 1, 0, 0, 0]

X[298] <= -77.651
gini = 0.42

samples = 10
value = [3, 0, 0, 7, 0, 0, 0, 0, 0, 0]

X[104] <= 189.407
gini = 0.028

samples = 2216
value = [9, 12, 1, 2185, 0, 0, 8, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[382] <= -106.549
gini = 0.24

samples = 15
value = [13, 1, 0, 0, 0, 0, 1, 0, 0, 0]

X[601] <= 32.59
gini = 0.375
samples = 4

value = [1, 3, 0, 0, 0, 0, 0, 0, 0, 0]

X[718] <= 37.262
gini = 0.124

samples = 15
value = [1, 0, 0, 14, 0, 0, 0, 0, 0, 0]

X[323] <= -109.7
gini = 0.037

samples = 159
value = [0, 1, 0, 156, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 27

value = [0, 0, 0, 27, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 17

value = [17, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 53

value = [0, 0, 0, 0, 53, 0, 0, 0, 0, 0]

X[210] <= 70.042
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[441] <= 122.545
gini = 0.056

samples = 104
value = [0, 1, 0, 101, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[289] <= 56.047
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[436] <= 41.021
gini = 0.49

samples = 7
value = [0, 4, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[773] <= 82.028
gini = 0.46

samples = 104
value = [4, 3, 2, 75, 6, 0, 12, 0, 2, 0]

X[740] <= 69.01
gini = 0.716
samples = 9

value = [1, 0, 1, 1, 2, 0, 4, 0, 0, 0]

X[765] <= 126.547
gini = 0.245
samples = 7

value = [6, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[14] <= 17.477
gini = 0.496

samples = 11
value = [0, 6, 0, 5, 0, 0, 0, 0, 0, 0]

X[16] <= 63.973
gini = 0.398

samples = 48
value = [0, 0, 0, 9, 36, 0, 3, 0, 0, 0]

X[490] <= 47.097
gini = 0.551

samples = 41
value = [1, 0, 0, 24, 13, 0, 3, 0, 0, 0]

X[627] <= 101.026
gini = 0.212

samples = 243
value = [0, 0, 0, 27, 214, 0, 2, 0, 0, 0]

X[298] <= 1.849
gini = 0.406
samples = 8

value = [1, 0, 0, 6, 1, 0, 0, 0, 0, 0]

X[741] <= 159.614
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 13, 0, 0, 0, 0, 0, 0]

X[385] <= 26.797
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[550] <= 67.38
gini = 0.722
samples = 6

value = [0, 0, 2, 0, 2, 0, 1, 0, 1, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 11, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[711] <= -105.127
gini = 0.08

samples = 170
value = [4, 3, 0, 163, 0, 0, 0, 0, 0, 0]

X[684] <= 103.703
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[324] <= 26.72
gini = 0.667
samples = 3

value = [1, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[265] <= 83.365
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 12, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[407] <= 48.611
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [8, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[210] <= 99.542
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

X[46] <= 17.775
gini = 0.186

samples = 40
value = [1, 0, 1, 36, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[744] <= 145.012
gini = 0.625
samples = 4

value = [1, 0, 0, 1, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 4, 0, 0, 0, 0, 0, 0, 0, 0]

X[633] <= -25.189
gini = 0.215

samples = 43
value = [38, 1, 1, 0, 1, 0, 2, 0, 0, 0]

X[464] <= 27.124
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 0, 0, 1, 0, 0, 0]

X[39] <= 126.343
gini = 0.625
samples = 4

value = [1, 2, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[540] <= -21.151
gini = 0.165

samples = 11
value = [1, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[95] <= 151.876
gini = 0.013

samples = 458
value = [1, 0, 0, 455, 1, 0, 1, 0, 0, 0]

X[687] <= 62.514
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

X[442] <= 41.65
gini = 0.166

samples = 239
value = [3, 2, 1, 218, 10, 0, 5, 0, 0, 0]

X[189] <= 44.156
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 27

value = [0, 0, 0, 0, 27, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[296] <= 54.722
gini = 0.483

samples = 59
value = [0, 1, 1, 41, 6, 0, 9, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 8, 0, 0, 0, 0, 0]

X[11] <= 175.081
gini = 0.032

samples = 123
value = [1, 0, 0, 121, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[474] <= 28.376
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [10, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[120] <= 47.703
gini = 0.5

samples = 2
value = [0, 1, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[314] <= -36.999
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 2, 0, 0, 0, 3, 0]

gini = 0.0
samples = 4

value = [0, 4, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 12, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[518] <= 38.893
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 11, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[403] <= -57.085
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 1, 0, 0, 0, 0, 0]

X[296] <= -139.278
gini = 0.027

samples = 74
value = [0, 0, 1, 0, 73, 0, 0, 0, 0, 0]

X[149] <= 33.846
gini = 0.375
samples = 4

value = [0, 0, 1, 3, 0, 0, 0, 0, 0, 0]

X[101] <= 137.788
gini = 0.278
samples = 6

value = [0, 0, 1, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 9, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[103] <= -73.737
gini = 0.62

samples = 44
value = [15, 1, 0, 5, 1, 0, 22, 0, 0, 0]

X[371] <= -47.929
gini = 0.461

samples = 79
value = [55, 0, 0, 7, 0, 0, 17, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 0, 13, 0, 0, 0]

X[541] <= 33.026
gini = 0.639

samples = 41
value = [15, 2, 1, 4, 0, 0, 19, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 18, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[744] <= 117.012
gini = 0.593
samples = 9

value = [4, 0, 0, 1, 0, 0, 4, 0, 0, 0]

X[630] <= -116.518
gini = 0.146

samples = 168
value = [155, 2, 0, 6, 0, 0, 5, 0, 0, 0]

X[8] <= -0.199
gini = 0.571
samples = 7

value = [0, 0, 0, 4, 1, 0, 2, 0, 0, 0]

X[238] <= -58.519
gini = 0.245
samples = 7

value = [6, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[600] <= -3.358
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[69] <= -52.472
gini = 0.077

samples = 25
value = [1, 0, 0, 0, 0, 0, 24, 0, 0, 0]

X[103] <= 86.263
gini = 0.48

samples = 64
value = [43, 0, 0, 5, 0, 0, 16, 0, 0, 0]

X[437] <= 0.204
gini = 0.278
samples = 6

value = [1, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[159] <= -43.116
gini = 0.132

samples = 43
value = [40, 0, 0, 2, 0, 0, 1, 0, 0, 0]

X[639] <= -28.473
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

X[187] <= -98.118
gini = 0.083

samples = 23
value = [22, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[76] <= 82.625
gini = 0.18

samples = 10
value = [9, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[630] <= 75.982
gini = 0.278
samples = 6

value = [0, 0, 0, 1, 0, 0, 5, 0, 0, 0]

X[327] <= 120.203
gini = 0.046

samples = 42
value = [41, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[492] <= -150.383
gini = 0.245
samples = 7

value = [6, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[122] <= 80.155
gini = 0.541

samples = 88
value = [14, 5, 0, 9, 2, 0, 57, 0, 1, 0]

X[92] <= 61.008
gini = 0.627

samples = 38
value = [14, 0, 1, 0, 4, 0, 18, 0, 1, 0]

X[764] <= 103.468
gini = 0.278
samples = 6

value = [0, 0, 0, 5, 0, 0, 1, 0, 0, 0]

X[580] <= 154.811
gini = 0.087

samples = 22
value = [21, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[523] <= 95.435
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[127] <= -68.183
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[126] <= -107.551
gini = 0.101

samples = 76
value = [2, 0, 2, 0, 0, 0, 72, 0, 0, 0]

X[657] <= -18.363
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

X[634] <= 83.277
gini = 0.605

samples = 67
value = [21, 2, 3, 5, 0, 0, 36, 0, 0, 0]

X[651] <= -10.592
gini = 0.114

samples = 33
value = [2, 0, 0, 0, 0, 0, 31, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[50] <= 214.807
gini = 0.124

samples = 30
value = [28, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[599] <= -33.345
gini = 0.722
samples = 6

value = [1, 0, 1, 2, 2, 0, 0, 0, 0, 0]

X[718] <= 85.762
gini = 0.406
samples = 8

value = [1, 0, 0, 0, 0, 0, 6, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[692] <= -20.528
gini = 0.141

samples = 40
value = [1, 0, 0, 37, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[70] <= 99.795
gini = 0.37

samples = 9
value = [0, 0, 0, 1, 7, 0, 1, 0, 0, 0]

X[94] <= 110.308
gini = 0.5

samples = 4
value = [2, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[329] <= 118.468
gini = 0.18

samples = 10
value = [0, 0, 1, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 46

value = [0, 0, 0, 0, 0, 0, 46, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[748] <= 129.326
gini = 0.019

samples = 205
value = [2, 0, 0, 0, 0, 0, 203, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[403] <= -45.585
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 9

value = [9, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[485] <= 24.659
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 166

value = [166, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[570] <= 84.16
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[743] <= 99.19
gini = 0.56

samples = 5
value = [3, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[17] <= 153.847
gini = 0.32

samples = 5
value = [1, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[779] <= -12.417
gini = 0.075

samples = 155
value = [149, 0, 0, 2, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 55

value = [55, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[385] <= 93.297
gini = 0.111

samples = 17
value = [16, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[186] <= 125.938
gini = 0.077

samples = 25
value = [1, 0, 0, 0, 0, 0, 24, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[126] <= 129.949
gini = 0.031

samples = 254
value = [250, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[373] <= -1.809
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 27

value = [27, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[273] <= 130.843
gini = 0.364

samples = 18
value = [3, 0, 0, 1, 0, 0, 14, 0, 0, 0]

X[127] <= 131.817
gini = 0.32

samples = 15
value = [12, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[272] <= 136.085
gini = 0.061

samples = 128
value = [124, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 20

value = [20, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[192] <= 129.241
gini = 0.119

samples = 239
value = [224, 0, 1, 1, 0, 0, 13, 0, 0, 0]

X[76] <= 21.125
gini = 0.537

samples = 18
value = [10, 1, 0, 0, 0, 0, 7, 0, 0, 0]

X[15] <= 199.094
gini = 0.024

samples = 2015
value = [1991, 0, 0, 0, 0, 0, 24, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[777] <= 36.668
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 12

value = [12, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 23

value = [23, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 158

value = [158, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[572] <= -17.655
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[377] <= 93.749
gini = 0.227

samples = 207
value = [180, 0, 0, 0, 0, 0, 27, 0, 0, 0]

X[219] <= 136.051
gini = 0.32

samples = 5
value = [1, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[771] <= 33.289
gini = 0.153

samples = 12
value = [11, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[716] <= 107.88
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[487] <= 91.111
gini = 0.068

samples = 85
value = [82, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[270] <= 73.781
gini = 0.49

samples = 7
value = [4, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[469] <= 49.496
gini = 0.375
samples = 4

value = [1, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [12, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[153] <= 77.21
gini = 0.169

samples = 135
value = [1, 0, 1, 2, 0, 2, 3, 2, 123, 1]

X[213] <= -39.23
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[532] <= 12.138
gini = 0.475

samples = 18
value = [0, 0, 0, 0, 0, 5, 0, 0, 12, 1]

X[21] <= 2.52
gini = 0.037

samples = 2868
value = [5, 0, 7, 1, 7, 11, 15, 4, 2814, 4]

X[381] <= 35.719
gini = 0.64

samples = 5
value = [0, 0, 2, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 5, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[690] <= 72.442
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 1, 0]

X[215] <= 39.348
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[494] <= 6.01
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[385] <= 3.797
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[118] <= -39.629
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 3, 0, 0, 0]

X[680] <= 80.96
gini = 0.318

samples = 33
value = [0, 0, 27, 0, 3, 0, 2, 0, 1, 0]

X[424] <= 94.975
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

X[763] <= 97.911
gini = 0.114

samples = 50
value = [0, 0, 1, 0, 47, 0, 2, 0, 0, 0]

gini = 0.0
samples = 22

value = [0, 0, 0, 0, 0, 0, 22, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 34

value = [0, 0, 0, 0, 34, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[233] <= 142.175
gini = 0.06

samples = 65
value = [0, 0, 63, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[657] <= 103.637
gini = 0.444
samples = 6

value = [0, 0, 0, 0, 4, 0, 2, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 11, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[718] <= -84.738
gini = 0.494
samples = 9

value = [0, 0, 6, 0, 1, 0, 0, 0, 2, 0]

X[737] <= -74.968
gini = 0.43

samples = 33
value = [0, 0, 6, 0, 24, 0, 3, 0, 0, 0]

X[43] <= -61.195
gini = 0.261

samples = 216
value = [0, 0, 23, 0, 184, 0, 9, 0, 0, 0]

X[92] <= 70.508
gini = 0.483

samples = 216
value = [0, 0, 20, 0, 146, 0, 49, 0, 1, 0]

X[741] <= -86.886
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 2, 0, 3, 0, 0, 0]

X[64] <= 137.851
gini = 0.139

samples = 491
value = [1, 0, 16, 0, 455, 0, 19, 0, 0, 0]

X[778] <= 159.081
gini = 0.217

samples = 42
value = [0, 0, 3, 0, 37, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[73] <= 150.04
gini = 0.405

samples = 20
value = [0, 0, 15, 0, 2, 0, 3, 0, 0, 0]

X[608] <= 148.78
gini = 0.512

samples = 11
value = [0, 0, 1, 0, 7, 0, 3, 0, 0, 0]

X[151] <= 76.492
gini = 0.722
samples = 6

value = [1, 0, 0, 0, 2, 1, 0, 0, 0, 2]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[638] <= 131.34
gini = 0.106

samples = 36
value = [0, 0, 1, 34, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[566] <= 111.592
gini = 0.438

samples = 19
value = [0, 0, 2, 1, 14, 0, 1, 0, 1, 0]

X[67] <= -1.293
gini = 0.628

samples = 11
value = [2, 0, 6, 0, 0, 0, 2, 0, 1, 0]

X[298] <= 12.849
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[293] <= -66.819
gini = 0.56

samples = 5
value = [0, 0, 0, 0, 3, 0, 1, 0, 1, 0]

X[44] <= -104.584
gini = 0.367

samples = 37
value = [1, 0, 29, 0, 4, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[638] <= 90.34
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 1, 0, 3, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[267] <= 14.565
gini = 0.111

samples = 34
value = [0, 0, 0, 0, 32, 0, 2, 0, 0, 0]

X[231] <= 123.811
gini = 0.56

samples = 5
value = [0, 0, 3, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 0, 0, 16, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[766] <= 47.266
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[127] <= 118.317
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

X[658] <= -61.736
gini = 0.143

samples = 172
value = [0, 0, 7, 3, 159, 0, 3, 0, 0, 0]

X[117] <= -26.96
gini = 0.45

samples = 53
value = [0, 0, 1, 8, 38, 0, 6, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 8, 0, 0, 0, 0, 0]

X[218] <= 36.147
gini = 0.653
samples = 7

value = [0, 0, 2, 2, 0, 0, 3, 0, 0, 0]

X[744] <= 154.012
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[640] <= -20.783
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

X[691] <= -74.821
gini = 0.268

samples = 191
value = [0, 0, 11, 0, 18, 0, 162, 0, 0, 0]

X[92] <= 153.508
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 4, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[372] <= 62.627
gini = 0.734

samples = 17
value = [4, 0, 7, 0, 2, 0, 2, 0, 2, 0]

X[69] <= 133.528
gini = 0.133

samples = 14
value = [0, 0, 0, 0, 13, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[301] <= 50.175
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[580] <= -3.189
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 1, 0, 0, 0, 1, 0]

X[171] <= -6.38
gini = 0.035

samples = 1172
value = [0, 0, 3, 0, 18, 0, 1151, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[539] <= 111.967
gini = 0.169

samples = 55
value = [0, 0, 2, 3, 0, 0, 50, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[133] <= 110.539
gini = 0.133

samples = 28
value = [0, 0, 0, 0, 26, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[736] <= 62.889
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[408] <= 20.846
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

X[155] <= 1.56
gini = 0.667
samples = 6

value = [1, 0, 0, 0, 3, 0, 1, 0, 1, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

X[776] <= 52.424
gini = 0.203

samples = 27
value = [0, 0, 1, 0, 24, 0, 2, 0, 0, 0]

X[388] <= -69.488
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 56

value = [0, 0, 0, 0, 56, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[118] <= -36.629
gini = 0.209

samples = 173
value = [1, 0, 3, 0, 16, 0, 153, 0, 0, 0]

X[316] <= 94.332
gini = 0.56

samples = 5
value = [1, 0, 0, 0, 3, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 29

value = [0, 0, 0, 0, 29, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

X[300] <= 89.204
gini = 0.46

samples = 10
value = [1, 0, 2, 0, 7, 0, 0, 0, 0, 0]

X[667] <= 194.981
gini = 0.081

samples = 48
value = [0, 0, 1, 0, 1, 0, 46, 0, 0, 0]

X[571] <= 85.3
gini = 0.56

samples = 5
value = [0, 0, 3, 0, 1, 0, 1, 0, 0, 0]

X[8] <= -4.199
gini = 0.72

samples = 10
value = [1, 0, 0, 0, 3, 0, 3, 0, 3, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

X[204] <= 107.635
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 9, 0, 1, 0, 0, 0]

X[542] <= 85.269
gini = 0.198
samples = 9

value = [1, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 18, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[651] <= 78.908
gini = 0.095

samples = 40
value = [0, 0, 0, 2, 38, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[38] <= 170.299
gini = 0.013

samples = 157
value = [0, 0, 0, 156, 1, 0, 0, 0, 0, 0]

X[526] <= 152.045
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[359] <= -79.063
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[184] <= -95.213
gini = 0.444
samples = 3

value = [1, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 0, 0, 24, 0, 0, 0, 0, 0]

X[318] <= -65.637
gini = 0.278
samples = 6

value = [0, 0, 0, 1, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 8, 0, 0, 0, 0, 0, 0, 0]

X[154] <= 63.639
gini = 0.332

samples = 38
value = [0, 0, 30, 0, 8, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 16, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[463] <= -109.195
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[684] <= 74.703
gini = 0.077

samples = 25
value = [0, 0, 24, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[172] <= -17.946
gini = 0.161

samples = 105
value = [0, 0, 5, 2, 96, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[574] <= 104.495
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[381] <= 39.219
gini = 0.292

samples = 24
value = [0, 0, 2, 0, 20, 0, 2, 0, 0, 0]

X[498] <= 11.971
gini = 0.408

samples = 14
value = [0, 0, 0, 0, 4, 0, 10, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[292] <= 106.565
gini = 0.093

samples = 248
value = [1, 0, 236, 0, 9, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[297] <= -133.667
gini = 0.32

samples = 5
value = [0, 0, 1, 0, 4, 0, 0, 0, 0, 0]

X[552] <= -62.009
gini = 0.215

samples = 17
value = [0, 0, 15, 0, 1, 0, 0, 0, 0, 1]

X[321] <= -40.042
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 1, 0, 0, 0, 0, 0]

X[774] <= -25.064
gini = 0.177

samples = 21
value = [0, 0, 1, 0, 19, 0, 1, 0, 0, 0]

X[760] <= 46.457
gini = 0.227

samples = 16
value = [0, 0, 14, 0, 1, 0, 1, 0, 0, 0]

X[179] <= 134.71
gini = 0.198
samples = 9

value = [0, 0, 1, 0, 8, 0, 0, 0, 0, 0]

X[233] <= 141.175
gini = 0.053

samples = 73
value = [0, 0, 71, 0, 2, 0, 0, 0, 0, 0]

X[319] <= 86.595
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

X[749] <= 171.424
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 47

value = [0, 0, 47, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[42] <= -78.582
gini = 0.079

samples = 74
value = [1, 0, 2, 0, 71, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[489] <= -78.421
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[632] <= 75.633
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 10, 0, 0, 0, 0, 0]

X[467] <= 18.059
gini = 0.688
samples = 8

value = [0, 1, 4, 1, 1, 0, 1, 0, 0, 0]

X[685] <= -106.095
gini = 0.105

samples = 18
value = [0, 0, 0, 0, 17, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[191] <= -34.108
gini = 0.625
samples = 4

value = [0, 2, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 23

value = [0, 0, 0, 0, 0, 0, 23, 0, 0, 0]

X[705] <= 67.803
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 14, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[100] <= -87.491
gini = 0.143

samples = 66
value = [0, 0, 3, 0, 61, 0, 0, 0, 2, 0]

X[666] <= 142.159
gini = 0.618

samples = 29
value = [0, 0, 6, 2, 16, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[667] <= 160.981
gini = 0.32

samples = 25
value = [0, 0, 20, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[126] <= 146.449
gini = 0.052

samples = 112
value = [0, 0, 109, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[769] <= 54.015
gini = 0.308

samples = 68
value = [0, 0, 5, 0, 56, 0, 6, 0, 1, 0]

X[443] <= 38.691
gini = 0.525

samples = 133
value = [0, 0, 51, 1, 76, 1, 4, 0, 0, 0]

X[77] <= -25.776
gini = 0.071

samples = 135
value = [0, 0, 5, 0, 130, 0, 0, 0, 0, 0]

X[710] <= 126.999
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

X[155] <= 70.06
gini = 0.196

samples = 47
value = [0, 0, 2, 0, 42, 0, 3, 0, 0, 0]

X[122] <= 124.655
gini = 0.522

samples = 31
value = [0, 0, 17, 0, 13, 0, 1, 0, 0, 0]

X[426] <= 116.6
gini = 0.153

samples = 12
value = [0, 0, 1, 0, 11, 0, 0, 0, 0, 0]

X[484] <= 129.769
gini = 0.395

samples = 109
value = [0, 0, 80, 1, 28, 0, 0, 0, 0, 0]

X[184] <= 46.787
gini = 0.446

samples = 88
value = [0, 0, 17, 3, 63, 0, 5, 0, 0, 0]

X[102] <= 11.798
gini = 0.314

samples = 11
value = [0, 1, 9, 0, 1, 0, 0, 0, 0, 0]

X[596] <= 57.135
gini = 0.186

samples = 1086
value = [3, 0, 70, 4, 977, 0, 28, 0, 4, 0]

X[540] <= 100.349
gini = 0.562

samples = 11
value = [1, 0, 6, 0, 4, 0, 0, 0, 0, 0]

X[35] <= -13.536
gini = 0.08

samples = 24
value = [0, 0, 1, 0, 23, 0, 0, 0, 0, 0]

X[96] <= 120.07
gini = 0.5

samples = 6
value = [0, 0, 4, 0, 1, 0, 0, 0, 1, 0]

X[752] <= 53.789
gini = 0.5

samples = 6
value = [0, 0, 1, 0, 4, 0, 1, 0, 0, 0]

X[682] <= 130.255
gini = 0.204

samples = 18
value = [1, 0, 16, 0, 1, 0, 0, 0, 0, 0]

X[538] <= 44.205
gini = 0.227

samples = 32
value = [0, 0, 2, 0, 28, 0, 2, 0, 0, 0]

X[16] <= 32.973
gini = 0.512

samples = 11
value = [0, 0, 7, 0, 3, 0, 1, 0, 0, 0]

X[608] <= -29.22
gini = 0.443

samples = 32
value = [0, 0, 23, 0, 4, 0, 5, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

X[358] <= 66.098
gini = 0.473

samples = 13
value = [0, 0, 8, 0, 0, 0, 5, 0, 0, 0]

X[18] <= 7.881
gini = 0.191

samples = 415
value = [0, 0, 24, 0, 372, 0, 19, 0, 0, 0]

X[191] <= -35.608
gini = 0.531

samples = 48
value = [0, 0, 6, 0, 30, 0, 12, 0, 0, 0]

X[579] <= 95.183
gini = 0.37

samples = 9
value = [0, 0, 1, 0, 7, 0, 1, 0, 0, 0]

X[127] <= 139.317
gini = 0.177

samples = 126
value = [0, 0, 5, 0, 7, 0, 114, 0, 0, 0]

X[12] <= 82.407
gini = 0.573

samples = 141
value = [1, 0, 14, 0, 78, 0, 47, 0, 1, 0]

X[209] <= 120.248
gini = 0.529

samples = 112
value = [2, 0, 10, 0, 30, 0, 70, 0, 0, 0]

X[154] <= 43.639
gini = 0.555

samples = 16
value = [1, 0, 3, 0, 10, 0, 2, 0, 0, 0]

X[209] <= 91.748
gini = 0.142

samples = 13
value = [0, 0, 12, 0, 1, 0, 0, 0, 0, 0]

X[774] <= 52.936
gini = 0.56

samples = 5
value = [0, 0, 0, 3, 0, 0, 1, 0, 1, 0]

X[733] <= 207.412
gini = 0.285

samples = 63
value = [1, 0, 3, 2, 53, 0, 4, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[152] <= 17.584
gini = 0.135

samples = 28
value = [0, 0, 1, 0, 26, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[99] <= 130.324
gini = 0.284

samples = 35
value = [0, 0, 29, 0, 6, 0, 0, 0, 0, 0]

X[398] <= 148.061
gini = 0.417

samples = 27
value = [0, 0, 8, 0, 19, 0, 0, 0, 0, 0]

X[313] <= 45.803
gini = 0.667
samples = 6

value = [0, 0, 1, 1, 3, 0, 1, 0, 0, 0]

X[97] <= 138.857
gini = 0.191

samples = 104
value = [0, 0, 93, 0, 10, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 14, 0, 0, 0, 0, 0, 0, 0]

X[596] <= -41.865
gini = 0.323

samples = 36
value = [0, 0, 6, 1, 29, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

X[320] <= 44.389
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 1, 0, 0, 0]

X[413] <= 118.947
gini = 0.322

samples = 32
value = [1, 0, 4, 0, 26, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

X[662] <= 102.93
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[19] <= 151.091
gini = 0.111

samples = 17
value = [0, 0, 16, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[214] <= 52.756
gini = 0.625
samples = 4

value = [0, 0, 2, 1, 0, 0, 0, 0, 1, 0]

X[34] <= -0.857
gini = 0.072

samples = 107
value = [0, 0, 4, 0, 103, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[524] <= 87.9
gini = 0.72

samples = 5
value = [0, 0, 2, 1, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[621] <= 16.245
gini = 0.444
samples = 3

value = [0, 0, 1, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[414] <= 14.969
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[247] <= -16.025
gini = 0.041

samples = 96
value = [0, 0, 1, 94, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[370] <= 167.122
gini = 0.022

samples = 89
value = [88, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 17

value = [0, 0, 0, 0, 0, 0, 17, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[492] <= -40.883
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[604] <= -92.169
gini = 0.245

samples = 14
value = [2, 0, 12, 0, 0, 0, 0, 0, 0, 0]

X[514] <= -58.61
gini = 0.568
samples = 9

value = [3, 0, 1, 0, 0, 0, 5, 0, 0, 0]

X[203] <= 13.615
gini = 0.596

samples = 15
value = [5, 0, 1, 1, 0, 0, 8, 0, 0, 0]

X[610] <= -9.79
gini = 0.4

samples = 25
value = [19, 0, 3, 0, 1, 0, 2, 0, 0, 0]

X[11] <= 124.581
gini = 0.142

samples = 13
value = [1, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[634] <= 121.777
gini = 0.444
samples = 3

value = [0, 0, 2, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[212] <= -88.765
gini = 0.198
samples = 9

value = [0, 0, 0, 0, 0, 0, 8, 0, 1, 0]

X[735] <= -3.546
gini = 0.345

samples = 20
value = [16, 0, 0, 0, 1, 0, 2, 0, 1, 0]

X[125] <= 61.133
gini = 0.789

samples = 16
value = [4, 1, 3, 1, 0, 0, 5, 0, 1, 1]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[679] <= 131.168
gini = 0.625
samples = 4

value = [0, 0, 1, 1, 0, 0, 0, 0, 2, 0]

X[43] <= 14.805
gini = 0.667
samples = 3

value = [0, 0, 1, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 8

value = [8, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[444] <= 21.889
gini = 0.538

samples = 41
value = [2, 0, 14, 1, 0, 0, 24, 0, 0, 0]

X[384] <= -46.48
gini = 0.322

samples = 152
value = [14, 0, 9, 2, 2, 0, 124, 0, 1, 0]

X[314] <= -51.999
gini = 0.694
samples = 7

value = [0, 2, 0, 1, 1, 0, 3, 0, 0, 0]

X[541] <= -121.974
gini = 0.255

samples = 14
value = [0, 1, 12, 0, 0, 0, 1, 0, 0, 0]

X[711] <= 1.873
gini = 0.208

samples = 17
value = [2, 0, 0, 0, 0, 0, 15, 0, 0, 0]

X[104] <= -1.093
gini = 0.625
samples = 4

value = [0, 2, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 7, 0, 0, 0, 0, 0, 0]

X[266] <= -88.181
gini = 0.111

samples = 17
value = [0, 0, 16, 0, 0, 0, 1, 0, 0, 0]

X[163] <= -37.109
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

X[515] <= -14.612
gini = 0.679

samples = 18
value = [2, 1, 0, 7, 7, 0, 1, 0, 0, 0]

X[734] <= -25.55
gini = 0.347

samples = 15
value = [0, 1, 0, 1, 1, 0, 12, 0, 0, 0]

X[127] <= -5.683
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 0, 0, 1, 0, 1, 0]

X[219] <= -36.949
gini = 0.105

samples = 18
value = [0, 0, 1, 0, 17, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 9, 0, 0, 0, 0, 0, 0]

X[660] <= 78.365
gini = 0.642

samples = 18
value = [1, 1, 2, 3, 1, 0, 10, 0, 0, 0]

X[677] <= 61.283
gini = 0.245
samples = 7

value = [0, 0, 6, 1, 0, 0, 0, 0, 0, 0]

X[438] <= -125.371
gini = 0.408
samples = 7

value = [0, 0, 2, 0, 0, 0, 5, 0, 0, 0]

X[51] <= 13.518
gini = 0.268

samples = 67
value = [1, 0, 57, 3, 1, 0, 5, 0, 0, 0]

X[483] <= 7.48
gini = 0.573

samples = 77
value = [3, 0, 35, 1, 1, 0, 36, 0, 1, 0]

X[411] <= -63.154
gini = 0.594

samples = 87
value = [7, 1, 53, 5, 11, 0, 8, 0, 2, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[469] <= -113.004
gini = 0.465

samples = 34
value = [5, 0, 4, 0, 0, 0, 24, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[611] <= 27.705
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

X[316] <= 129.832
gini = 0.219
samples = 8

value = [7, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 14, 0, 0, 0, 0, 0, 0, 0]

X[96] <= 127.57
gini = 0.245

samples = 52
value = [2, 0, 3, 0, 2, 0, 45, 0, 0, 0]

X[748] <= 36.326
gini = 0.48

samples = 5
value = [0, 2, 0, 0, 0, 0, 0, 0, 3, 0]

X[736] <= 77.389
gini = 0.314

samples = 11
value = [0, 0, 9, 0, 1, 0, 1, 0, 0, 0]

X[117] <= 100.54
gini = 0.755

samples = 14
value = [3, 0, 1, 0, 3, 0, 5, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[695] <= -51.594
gini = 0.611
samples = 6

value = [0, 1, 0, 3, 2, 0, 0, 0, 0, 0]

X[197] <= -2.221
gini = 0.296

samples = 95
value = [7, 1, 79, 0, 0, 0, 8, 0, 0, 0]

X[42] <= 27.418
gini = 0.66

samples = 10
value = [2, 0, 2, 1, 0, 0, 5, 0, 0, 0]

X[667] <= -25.019
gini = 0.625
samples = 4

value = [0, 1, 0, 0, 0, 0, 2, 0, 1, 0]

X[609] <= 157.482
gini = 0.198
samples = 9

value = [8, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[349] <= 32.87
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[695] <= -50.594
gini = 0.667
samples = 3

value = [1, 0, 1, 0, 0, 0, 0, 0, 1, 0]

X[772] <= 164.387
gini = 0.121

samples = 63
value = [2, 0, 2, 0, 0, 0, 59, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[256] <= 62.999
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 0, 4, 0, 1, 0]

X[725] <= 37.706
gini = 0.625
samples = 4

value = [1, 0, 0, 1, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[328] <= 122.548
gini = 0.133

samples = 14
value = [0, 0, 1, 0, 0, 0, 13, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 44

value = [0, 0, 0, 0, 44, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[430] <= -117.688
gini = 0.147

samples = 317
value = [0, 0, 292, 0, 3, 0, 20, 0, 2, 0]

X[44] <= 27.416
gini = 0.571
samples = 7

value = [0, 0, 2, 1, 0, 0, 4, 0, 0, 0]

X[542] <= -72.731
gini = 0.337

samples = 14
value = [0, 0, 3, 0, 0, 0, 11, 0, 0, 0]

X[665] <= 87.909
gini = 0.292

samples = 71
value = [0, 0, 59, 0, 3, 0, 9, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[358] <= -35.402
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[674] <= 24.528
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

X[612] <= -1.925
gini = 0.5

samples = 6
value = [0, 0, 1, 0, 1, 0, 4, 0, 0, 0]

X[703] <= 46.449
gini = 0.593
samples = 9

value = [0, 0, 4, 0, 1, 0, 4, 0, 0, 0]

gini = 0.0
samples = 27

value = [0, 0, 0, 0, 0, 0, 27, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[13] <= -11.871
gini = 0.558

samples = 21
value = [1, 0, 7, 0, 1, 0, 12, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 35

value = [0, 0, 35, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[328] <= -87.952
gini = 0.5

samples = 2
value = [0, 1, 0, 1, 0, 0, 0, 0, 0, 0]

X[628] <= -69.294
gini = 0.625
samples = 4

value = [0, 0, 1, 1, 0, 0, 2, 0, 0, 0]

X[746] <= 165.335
gini = 0.089

samples = 1520
value = [8, 0, 1450, 1, 25, 0, 36, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[523] <= 79.435
gini = 0.426

samples = 13
value = [0, 0, 9, 0, 0, 0, 4, 0, 0, 0]

X[573] <= -108.541
gini = 0.037

samples = 105
value = [0, 0, 103, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[340] <= 15.773
gini = 0.083

samples = 23
value = [0, 0, 22, 0, 0, 0, 1, 0, 0, 0]

X[427] <= 112.965
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 1, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[15] <= 89.094
gini = 0.095

samples = 20
value = [0, 0, 1, 0, 0, 0, 19, 0, 0, 0]

gini = 0.0
samples = 43

value = [0, 0, 43, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[645] <= -10.054
gini = 0.096

samples = 79
value = [0, 0, 75, 0, 0, 0, 4, 0, 0, 0]

X[118] <= 58.871
gini = 0.56

samples = 5
value = [0, 0, 0, 1, 1, 0, 3, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 0, 0, 18, 0, 0, 0]

X[736] <= -40.611
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 3, 0, 1, 0, 0, 0]

X[17] <= -3.153
gini = 0.165

samples = 55
value = [0, 0, 50, 0, 0, 0, 5, 0, 0, 0]

X[611] <= 75.705
gini = 0.32

samples = 5
value = [0, 0, 1, 0, 0, 0, 4, 0, 0, 0]

X[76] <= 184.625
gini = 0.535

samples = 27
value = [0, 0, 13, 0, 1, 0, 13, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[768] <= 124.382
gini = 0.091

samples = 21
value = [1, 0, 0, 0, 0, 0, 20, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 11

value = [11, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[575] <= 31.053
gini = 0.75

samples = 4
value = [0, 0, 1, 1, 0, 0, 1, 0, 1, 0]

X[92] <= 45.508
gini = 0.444
samples = 3

value = [0, 0, 2, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[9] <= 126.065
gini = 0.388

samples = 39
value = [1, 0, 30, 0, 1, 0, 5, 0, 2, 0]

X[708] <= 171.675
gini = 0.494
samples = 9

value = [0, 0, 2, 0, 1, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[517] <= 8.492
gini = 0.667
samples = 3

value = [0, 0, 0, 1, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[351] <= -30.337
gini = 0.053

samples = 37
value = [0, 0, 1, 0, 36, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[358] <= 117.098
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 9, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[230] <= -26.196
gini = 0.117

samples = 16
value = [0, 0, 15, 1, 0, 0, 0, 0, 0, 0]

X[650] <= 101.407
gini = 0.56

samples = 5
value = [0, 0, 1, 1, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[428] <= 61.242
gini = 0.625
samples = 4

value = [1, 0, 2, 1, 0, 0, 0, 0, 0, 0]

X[66] <= 136.615
gini = 0.245

samples = 14
value = [0, 0, 12, 0, 2, 0, 0, 0, 0, 0]

X[675] <= 10.775
gini = 0.56

samples = 5
value = [0, 0, 1, 3, 0, 0, 1, 0, 0, 0]

X[601] <= 116.59
gini = 0.219
samples = 8

value = [0, 1, 0, 0, 0, 0, 7, 0, 0, 0]

X[485] <= 51.659
gini = 0.375
samples = 4

value = [0, 0, 1, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[202] <= 178.04
gini = 0.085

samples = 45
value = [0, 0, 43, 0, 0, 0, 2, 0, 0, 0]

X[400] <= -92.694
gini = 0.069

samples = 141
value = [1, 0, 136, 0, 1, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[731] <= 30.753
gini = 0.448

samples = 341
value = [2, 1, 245, 2, 40, 0, 51, 0, 0, 0]

X[49] <= 177.868
gini = 0.207

samples = 221
value = [0, 0, 196, 1, 9, 0, 15, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[620] <= 102.134
gini = 0.5

samples = 4
value = [0, 0, 2, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[18] <= 175.881
gini = 0.067

samples = 58
value = [0, 0, 2, 0, 0, 0, 56, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[245] <= 90.456
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 1]

gini = 0.0
samples = 22

value = [0, 0, 0, 0, 0, 0, 22, 0, 0, 0]

X[18] <= 130.381
gini = 0.675

samples = 13
value = [0, 0, 5, 1, 2, 0, 5, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[116] <= 102.969
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 1, 0, 2, 0]

gini = 0.0
samples = 1884

value = [0, 0, 0, 0, 0, 1884, 0, 0, 0, 0]

X[405] <= -137.551
gini = 0.124

samples = 15
value = [0, 0, 0, 0, 0, 14, 0, 1, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 7, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 8, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[555] <= 164.777
gini = 0.012

samples = 841
value = [0, 0, 0, 0, 0, 836, 0, 4, 0, 1]

X[329] <= -74.532
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 147

value = [0, 0, 0, 0, 0, 0, 0, 147, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[416] <= -69.226
gini = 0.041

samples = 145
value = [0, 0, 0, 0, 0, 1, 0, 142, 0, 2]

X[552] <= 92.991
gini = 0.469
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 70

value = [0, 0, 0, 0, 0, 0, 0, 70, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 59

value = [0, 0, 0, 0, 0, 0, 0, 59, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[301] <= -45.825
gini = 0.124

samples = 30
value = [0, 0, 0, 0, 0, 2, 0, 28, 0, 0]

X[357] <= -7.843
gini = 0.298

samples = 11
value = [0, 0, 0, 0, 0, 9, 0, 2, 0, 0]

X[562] <= 20.541
gini = 0.032

samples = 3646
value = [0, 0, 0, 0, 0, 46, 0, 3587, 2, 11]

X[523] <= 21.435
gini = 0.625
samples = 4

value = [0, 0, 0, 0, 0, 2, 0, 1, 1, 0]

X[471] <= 156.985
gini = 0.015

samples = 136
value = [0, 0, 0, 0, 0, 135, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

X[238] <= -97.519
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 10, 0, 0, 0, 0]

X[385] <= 95.797
gini = 0.602

samples = 16
value = [0, 0, 0, 0, 0, 2, 0, 9, 4, 1]

X[407] <= 24.111
gini = 0.346
samples = 9

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 7]

X[242] <= -120.341
gini = 0.08

samples = 24
value = [0, 0, 0, 0, 0, 0, 0, 23, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[600] <= -24.358
gini = 0.119

samples = 508
value = [0, 0, 0, 0, 0, 4, 0, 476, 0, 28]

X[293] <= -125.819
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 3]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 0, 9, 0, 0]

X[599] <= -100.845
gini = 0.198
samples = 9

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 8]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[361] <= 131.588
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

X[466] <= -47.474
gini = 0.159

samples = 23
value = [0, 0, 0, 0, 0, 0, 0, 21, 0, 2]

X[213] <= 40.77
gini = 0.37

samples = 9
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 7]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 73

value = [0, 0, 0, 0, 0, 0, 0, 73, 0, 0]

X[244] <= 31.527
gini = 0.512

samples = 11
value = [0, 0, 0, 0, 0, 1, 0, 7, 0, 3]

X[569] <= 77.761
gini = 0.232

samples = 82
value = [0, 0, 0, 0, 0, 0, 0, 11, 0, 71]

gini = 0.0
samples = 28

value = [0, 0, 0, 0, 0, 0, 0, 28, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[488] <= 16.323
gini = 0.492

samples = 32
value = [0, 0, 0, 0, 0, 0, 0, 18, 0, 14]

X[279] <= 37.356
gini = 0.117

samples = 16
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 15]

X[323] <= -104.2
gini = 0.139

samples = 40
value = [0, 0, 0, 0, 0, 3, 0, 37, 0, 0]

X[558] <= 31.555
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[248] <= 178.184
gini = 0.174

samples = 105
value = [0, 0, 0, 0, 0, 1, 0, 95, 0, 9]

X[157] <= -95.466
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 4]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[456] <= -9.225
gini = 0.417

samples = 12
value = [0, 0, 0, 0, 0, 0, 1, 9, 1, 1]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 5]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 0, 12, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[356] <= -57.555
gini = 0.091

samples = 21
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 20]

X[400] <= 72.306
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 2, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[167] <= 38.988
gini = 0.013

samples = 148
value = [0, 0, 0, 0, 0, 147, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

X[324] <= -115.28
gini = 0.048

samples = 328
value = [0, 0, 0, 0, 0, 0, 0, 8, 0, 320]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[312] <= -33.141
gini = 0.03

samples = 131
value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 129]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 7]

X[134] <= -0.566
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 0, 12, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

X[529] <= -40.747
gini = 0.139

samples = 80
value = [0, 0, 0, 0, 0, 0, 0, 74, 0, 6]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 18]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 12]

X[248] <= 94.184
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 2]

X[428] <= 77.742
gini = 0.034

samples = 4260
value = [0, 0, 0, 0, 0, 7, 0, 67, 0, 4186]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[573] <= -53.041
gini = 0.083

samples = 23
value = [0, 0, 0, 0, 0, 1, 0, 22, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[542] <= -106.231
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 3]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 0, 15, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 22

value = [0, 0, 0, 0, 0, 0, 0, 22, 0, 0]

X[265] <= 39.365
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 1]

X[220] <= 214.63
gini = 0.004

samples = 1357
value = [0, 0, 0, 0, 1, 2, 0, 0, 1354, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[654] <= 10.291
gini = 0.5

samples = 2
value = [0, 1, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4879

value = [0, 4879, 0, 0, 0, 0, 0, 0, 0, 0]

X[12] <= 190.907
gini = 0.022

samples = 269
value = [0, 3, 0, 266, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[458] <= -136.823
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 3, 0, 0, 0, 0, 0, 0, 0, 0]

X[767] <= -51.053
gini = 0.19

samples = 29
value = [0, 2, 0, 26, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[686] <= 5.125
gini = 0.155

samples = 217
value = [1, 14, 0, 199, 1, 0, 2, 0, 0, 0]

X[745] <= -90.067
gini = 0.03

samples = 2226
value = [12, 12, 1, 2192, 0, 0, 8, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[238] <= -93.519
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 22

value = [22, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[551] <= -96.942
gini = 0.394

samples = 17
value = [13, 1, 0, 2, 0, 0, 1, 0, 0, 0]

X[663] <= 28.146
gini = 0.421

samples = 19
value = [2, 3, 0, 14, 0, 0, 0, 0, 0, 0]

X[734] <= 154.95
gini = 0.049

samples = 160
value = [1, 1, 0, 156, 0, 0, 2, 0, 0, 0]

X[598] <= 34.6
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 2, 0, 0, 0, 0, 0]

X[692] <= -42.028
gini = 0.5

samples = 2
value = [0, 1, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[404] <= -147.902
gini = 0.069

samples = 28
value = [0, 0, 0, 27, 1, 0, 0, 0, 0, 0]

X[543] <= -13.954
gini = 0.48

samples = 5
value = [3, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[355] <= -135.193
gini = 0.105

samples = 18
value = [17, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[663] <= -33.854
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[36] <= -6.045
gini = 0.036

samples = 55
value = [0, 0, 1, 0, 54, 0, 0, 0, 0, 0]

X[345] <= -51.264
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[48] <= 27.832
gini = 0.074

samples = 105
value = [0, 1, 0, 101, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[635] <= -61.088
gini = 0.46

samples = 10
value = [2, 0, 0, 0, 7, 0, 0, 0, 1, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 19, 0, 0, 0, 0, 0, 0]

X[402] <= 94.183
gini = 0.661

samples = 11
value = [0, 4, 0, 3, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 0, 19, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[330] <= -60.294
gini = 0.519

samples = 113
value = [5, 3, 3, 76, 8, 0, 16, 0, 2, 0]

X[149] <= 16.846
gini = 0.667

samples = 18
value = [6, 6, 0, 6, 0, 0, 0, 0, 0, 0]

X[103] <= 16.263
gini = 0.555

samples = 89
value = [1, 0, 0, 33, 49, 0, 6, 0, 0, 0]

X[776] <= -13.076
gini = 0.249

samples = 251
value = [1, 0, 0, 33, 215, 0, 2, 0, 0, 0]

X[318] <= 17.863
gini = 0.5

samples = 6
value = [0, 0, 0, 1, 4, 0, 1, 0, 0, 0]

X[709] <= 159.006
gini = 0.24

samples = 15
value = [0, 0, 0, 13, 1, 0, 1, 0, 0, 0]

X[72] <= -42.554
gini = 0.74

samples = 10
value = [0, 0, 2, 4, 2, 0, 1, 0, 1, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[260] <= -47.486
gini = 0.26

samples = 13
value = [0, 2, 0, 11, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[413] <= -10.553
gini = 0.1

samples = 173
value = [4, 3, 0, 164, 2, 0, 0, 0, 0, 0]

X[466] <= -25.974
gini = 0.75

samples = 4
value = [1, 0, 1, 1, 0, 0, 1, 0, 0, 0]

X[97] <= 43.857
gini = 0.255

samples = 14
value = [1, 12, 0, 1, 0, 0, 0, 0, 0, 0]

X[266] <= 82.819
gini = 0.56

samples = 5
value = [0, 0, 0, 1, 3, 0, 1, 0, 0, 0]

X[177] <= 84.18
gini = 0.444
samples = 9

value = [0, 0, 0, 6, 0, 0, 3, 0, 0, 0]

X[47] <= 14.366
gini = 0.198
samples = 9

value = [8, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[543] <= 31.046
gini = 0.261

samples = 42
value = [1, 1, 1, 36, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[776] <= 80.424
gini = 0.245
samples = 7

value = [1, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[13] <= 47.629
gini = 0.656
samples = 8

value = [1, 4, 0, 1, 0, 0, 2, 0, 0, 0]

X[764] <= 146.468
gini = 0.31

samples = 46
value = [38, 1, 1, 2, 1, 0, 3, 0, 0, 0]

X[215] <= 77.348
gini = 0.656
samples = 8

value = [1, 2, 0, 1, 0, 0, 4, 0, 0, 0]

X[301] <= -91.325
gini = 0.408

samples = 14
value = [4, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 16, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 0, 24, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[494] <= -82.49
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[236] <= 142.834
gini = 0.017

samples = 460
value = [1, 0, 0, 456, 2, 0, 1, 0, 0, 0]

X[297] <= 34.333
gini = 0.408
samples = 7

value = [0, 0, 0, 5, 2, 0, 0, 0, 0, 0]

X[66] <= 156.115
gini = 0.179

samples = 241
value = [3, 2, 1, 218, 11, 0, 6, 0, 0, 0]

X[436] <= 25.021
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[519] <= 67.185
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 44

value = [0, 0, 0, 44, 0, 0, 0, 0, 0, 0]

X[776] <= -13.576
gini = 0.069

samples = 28
value = [0, 0, 0, 1, 27, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[632] <= 77.633
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 11, 0, 0, 0, 0, 0]

X[594] <= 16.4
gini = 0.54

samples = 64
value = [0, 1, 1, 41, 11, 0, 9, 0, 1, 0]

X[525] <= -51.309
gini = 0.198
samples = 9

value = [0, 0, 0, 1, 8, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[155] <= 128.56
gini = 0.047

samples = 124
value = [2, 0, 0, 121, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[100] <= -101.991
gini = 0.5

samples = 6
value = [1, 0, 0, 4, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[462] <= 96.244
gini = 0.165

samples = 11
value = [10, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[579] <= 125.683
gini = 0.56

samples = 5
value = [0, 1, 1, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 25

value = [25, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[216] <= 13.319
gini = 0.642
samples = 9

value = [0, 4, 0, 0, 2, 0, 0, 0, 3, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[573] <= -17.041
gini = 0.142

samples = 13
value = [1, 0, 0, 12, 0, 0, 0, 0, 0, 0]

X[520] <= 37.214
gini = 0.625
samples = 4

value = [0, 1, 0, 0, 2, 0, 1, 0, 0, 0]

X[68] <= 117.59
gini = 0.26

samples = 13
value = [2, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[705] <= -50.697
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 14, 0, 0, 0, 0, 0]

X[185] <= 29.625
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[486] <= -9.939
gini = 0.076

samples = 77
value = [0, 0, 1, 2, 74, 0, 0, 0, 0, 0]

X[635] <= 53.412
gini = 0.62

samples = 10
value = [0, 0, 2, 3, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[14] <= 45.477
gini = 0.18

samples = 10
value = [1, 0, 0, 9, 0, 0, 0, 0, 0, 0]

X[17] <= -40.153
gini = 0.566

samples = 123
value = [70, 1, 0, 12, 1, 0, 39, 0, 0, 0]

X[233] <= -24.325
gini = 0.564

samples = 54
value = [15, 2, 1, 4, 0, 0, 32, 0, 0, 0]

X[330] <= -99.294
gini = 0.1

samples = 19
value = [1, 0, 0, 18, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[77] <= -3.276
gini = 0.32

samples = 5
value = [4, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[102] <= -90.202
gini = 0.189

samples = 177
value = [159, 2, 0, 7, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[125] <= 8.133
gini = 0.684

samples = 14
value = [6, 0, 0, 4, 1, 0, 3, 0, 0, 0]

X[492] <= -75.883
gini = 0.203

samples = 27
value = [2, 0, 0, 1, 0, 0, 24, 0, 0, 0]

X[659] <= 123.407
gini = 0.532

samples = 70
value = [44, 0, 0, 10, 0, 0, 16, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[62] <= 48.946
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 0, 0, 1, 0, 0, 0]

X[752] <= -21.211
gini = 0.203

samples = 45
value = [40, 0, 0, 3, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[189] <= 27.156
gini = 0.211

samples = 25
value = [22, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

X[179] <= 113.21
gini = 0.539

samples = 16
value = [9, 0, 0, 1, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[73] <= 151.54
gini = 0.089

samples = 43
value = [41, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[459] <= -92.079
gini = 0.583

samples = 95
value = [20, 5, 0, 9, 2, 0, 57, 0, 2, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[329] <= 75.468
gini = 0.69

samples = 44
value = [14, 0, 1, 5, 4, 0, 19, 0, 1, 0]

X[602] <= 102.285
gini = 0.26

samples = 26
value = [22, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[178] <= -49.274
gini = 0.56

samples = 5
value = [3, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[104] <= 140.407
gini = 0.146

samples = 78
value = [2, 0, 2, 1, 1, 0, 72, 0, 0, 0]

X[209] <= 102.248
gini = 0.494

samples = 100
value = [23, 2, 3, 5, 0, 0, 67, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[767] <= 81.447
gini = 0.219

samples = 32
value = [28, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[551] <= 97.058
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[354] <= 18.037
gini = 0.117

samples = 16
value = [0, 1, 0, 0, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[430] <= 41.812
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[580] <= -25.689
gini = 0.745

samples = 14
value = [2, 0, 1, 2, 2, 0, 6, 0, 1, 0]

gini = 0.0
samples = 10

value = [10, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

X[213] <= 38.27
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 2, 0, 1, 0]

X[34] <= -3.857
gini = 0.214

samples = 42
value = [1, 0, 0, 37, 4, 0, 0, 0, 0, 0]

X[455] <= 42.624
gini = 0.556

samples = 13
value = [0, 0, 0, 5, 7, 0, 1, 0, 0, 0]

X[512] <= 63.897
gini = 0.541

samples = 14
value = [2, 0, 1, 2, 0, 0, 9, 0, 0, 0]

X[11] <= -13.919
gini = 0.042

samples = 47
value = [1, 0, 0, 0, 0, 0, 46, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[429] <= 88.566
gini = 0.029

samples = 206
value = [3, 0, 0, 0, 0, 0, 203, 0, 0, 0]

X[66] <= 0.115
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 7

value = [7, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[492] <= 22.117
gini = 0.355

samples = 13
value = [10, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[770] <= -30.156
gini = 0.012

samples = 168
value = [167, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[520] <= 64.214
gini = 0.625
samples = 4

value = [0, 0, 1, 1, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [8, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[652] <= 64.785
gini = 0.278
samples = 6

value = [1, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[774] <= 4.936
gini = 0.667
samples = 9

value = [3, 0, 1, 4, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 0, 0, 0, 19, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 11, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[265] <= -5.135
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[763] <= -16.589
gini = 0.463

samples = 11
value = [7, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[430] <= -137.188
gini = 0.087

samples = 156
value = [149, 0, 0, 3, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[228] <= -23.81
gini = 0.035

samples = 56
value = [55, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[91] <= 29.577
gini = 0.245
samples = 7

value = [1, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[67] <= 27.207
gini = 0.277

samples = 19
value = [16, 0, 1, 0, 0, 0, 2, 0, 0, 0]

X[764] <= 154.468
gini = 0.142

samples = 26
value = [2, 0, 0, 0, 0, 0, 24, 0, 0, 0]

X[89] <= 71.943
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 29

value = [29, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[52] <= 1.29
gini = 0.038

samples = 255
value = [250, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[689] <= -19.474
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[404] <= -82.402
gini = 0.175

samples = 31
value = [28, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[718] <= 128.762
gini = 0.527

samples = 33
value = [15, 0, 0, 1, 0, 0, 17, 0, 0, 0]

X[708] <= -72.325
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

X[177] <= -67.32
gini = 0.075

samples = 129
value = [124, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[686] <= 144.625
gini = 0.091

samples = 21
value = [20, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[499] <= -92.127
gini = 0.165

samples = 257
value = [234, 1, 1, 1, 0, 0, 20, 0, 0, 0]

X[142] <= 101.261
gini = 0.024

samples = 2016
value = [1991, 0, 0, 0, 0, 0, 25, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[187] <= 95.382
gini = 0.5

samples = 6
value = [1, 0, 0, 1, 0, 0, 4, 0, 0, 0]

X[161] <= -24.75
gini = 0.142

samples = 13
value = [12, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 54

value = [54, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[653] <= 64.607
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 29

value = [0, 0, 0, 0, 0, 0, 29, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[667] <= -54.019
gini = 0.08

samples = 24
value = [23, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[770] <= 188.344
gini = 0.012

samples = 160
value = [159, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[236] <= 72.834
gini = 0.32

samples = 5
value = [4, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[231] <= 166.811
gini = 0.25

samples = 212
value = [181, 0, 0, 0, 0, 0, 31, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 98

value = [98, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 0, 0, 0, 0, 20, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[181] <= 107.939
gini = 0.219
samples = 8

value = [1, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[398] <= 80.561
gini = 0.375

samples = 16
value = [12, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[343] <= 93.006
gini = 0.5

samples = 10
value = [5, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[500] <= -70.258
gini = 0.122

samples = 92
value = [86, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[748] <= 139.826
gini = 0.568
samples = 9

value = [1, 0, 3, 0, 0, 0, 5, 0, 0, 0]

X[594] <= 24.4
gini = 0.142

samples = 13
value = [12, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[182] <= 104.913
gini = 0.204

samples = 138
value = [2, 0, 1, 2, 1, 2, 4, 2, 123, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[460] <= 53.985
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[427] <= -75.535
gini = 0.041

samples = 2886
value = [5, 0, 7, 1, 7, 16, 15, 4, 2826, 5]

X[193] <= -9.886
gini = 0.66

samples = 10
value = [0, 0, 2, 0, 1, 0, 2, 0, 5, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[170] <= -3.132
gini = 0.444
samples = 3

value = [1, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[150] <= 27.015
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 10, 0, 0, 0, 0, 0, 0, 0]

X[336] <= -1.808
gini = 0.75

samples = 4
value = [1, 0, 0, 1, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 4, 0]

X[456] <= 96.775
gini = 0.611
samples = 6

value = [0, 0, 0, 1, 2, 0, 3, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 10, 0, 0, 0, 0, 0]

X[682] <= 19.755
gini = 0.5

samples = 6
value = [1, 0, 4, 0, 1, 0, 0, 0, 0, 0]

X[72] <= -75.054
gini = 0.441

samples = 37
value = [0, 0, 27, 0, 3, 1, 5, 0, 1, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[267] <= -129.935
gini = 0.18

samples = 52
value = [0, 0, 2, 0, 47, 0, 2, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[431] <= 88.415
gini = 0.083

samples = 23
value = [0, 0, 1, 0, 0, 0, 22, 0, 0, 0]

X[248] <= -43.816
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[774] <= -34.064
gini = 0.444
samples = 6

value = [0, 0, 0, 0, 4, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[288] <= 150.527
gini = 0.056

samples = 35
value = [0, 0, 0, 0, 34, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[203] <= 172.115
gini = 0.087

samples = 66
value = [0, 0, 63, 0, 3, 0, 0, 0, 0, 0]

X[734] <= 152.45
gini = 0.592

samples = 13
value = [0, 0, 7, 0, 4, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

X[39] <= -62.157
gini = 0.391

samples = 15
value = [0, 0, 11, 0, 0, 0, 4, 0, 0, 0]

X[67] <= -63.793
gini = 0.557

samples = 42
value = [0, 0, 12, 0, 25, 0, 3, 0, 2, 0]

X[713] <= -93.106
gini = 0.389

samples = 432
value = [0, 0, 43, 0, 330, 0, 58, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[543] <= -53.454
gini = 0.148

samples = 496
value = [1, 0, 16, 0, 457, 0, 22, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[60] <= -0.606
gini = 0.278

samples = 44
value = [0, 0, 5, 0, 37, 0, 2, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 15, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[470] <= 142.751
gini = 0.612

samples = 31
value = [0, 0, 16, 0, 9, 0, 6, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 10, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[610] <= 66.211
gini = 0.765
samples = 9

value = [1, 0, 0, 0, 2, 1, 3, 0, 0, 2]

X[509] <= -71.524
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 28

value = [0, 0, 0, 0, 28, 0, 0, 0, 0, 0]

X[679] <= -57.332
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[605] <= -25.444
gini = 0.375
samples = 4

value = [0, 0, 0, 1, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

X[485] <= -117.841
gini = 0.193

samples = 38
value = [0, 0, 1, 34, 3, 0, 0, 0, 0, 0]

X[717] <= 120.147
gini = 0.375
samples = 4

value = [0, 0, 0, 1, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[746] <= 108.835
gini = 0.691

samples = 30
value = [2, 0, 8, 1, 14, 0, 3, 0, 2, 0]

X[41] <= 14.762
gini = 0.43

samples = 11
value = [2, 0, 0, 0, 1, 0, 8, 0, 0, 0]

X[147] <= -47.894
gini = 0.485

samples = 42
value = [1, 0, 29, 0, 7, 0, 4, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[740] <= 139.51
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 11, 0, 0, 0, 0, 0]

X[597] <= 100.064
gini = 0.568
samples = 9

value = [0, 0, 5, 0, 1, 0, 3, 0, 0, 0]

X[18] <= -25.619
gini = 0.275

samples = 39
value = [0, 0, 3, 1, 33, 0, 2, 0, 0, 0]

X[661] <= 126.596
gini = 0.111

samples = 17
value = [0, 0, 0, 0, 1, 0, 16, 0, 0, 0]

X[454] <= 131.841
gini = 0.56

samples = 5
value = [1, 0, 0, 1, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[432] <= 68.204
gini = 0.625
samples = 4

value = [0, 0, 0, 1, 1, 0, 0, 0, 2, 0]

X[74] <= 20.84
gini = 0.228

samples = 225
value = [0, 0, 8, 11, 197, 0, 9, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[456] <= 75.775
gini = 0.5

samples = 4
value = [0, 0, 0, 2, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 13, 0, 0, 0, 0, 0]

X[454] <= 161.341
gini = 0.444
samples = 3

value = [1, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 37

value = [0, 0, 0, 0, 0, 0, 37, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[550] <= 71.38
gini = 0.42

samples = 10
value = [0, 0, 3, 0, 7, 0, 0, 0, 0, 0]

X[565] <= -78.732
gini = 0.245

samples = 14
value = [0, 0, 0, 0, 2, 0, 12, 0, 0, 0]

X[215] <= 85.348
gini = 0.64

samples = 15
value = [0, 0, 2, 2, 8, 0, 3, 0, 0, 0]

gini = 0.0
samples = 25

value = [0, 0, 0, 0, 25, 0, 0, 0, 0, 0]

X[744] <= 158.512
gini = 0.611
samples = 6

value = [0, 0, 1, 0, 2, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[294] <= -93.737
gini = 0.667
samples = 3

value = [1, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 9

value = [0, 0, 9, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[154] <= 121.139
gini = 0.293

samples = 196
value = [0, 0, 11, 0, 22, 0, 163, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

X[711] <= 28.873
gini = 0.741

samples = 23
value = [4, 0, 7, 0, 2, 0, 8, 0, 2, 0]

X[606] <= 92.522
gini = 0.32

samples = 16
value = [0, 0, 2, 0, 13, 0, 1, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 0, 13, 0, 0, 0]

X[710] <= 49.999
gini = 0.667
samples = 3

value = [0, 0, 1, 1, 1, 0, 0, 0, 0, 0]

X[99] <= 34.824
gini = 0.667
samples = 6

value = [1, 0, 0, 0, 1, 0, 3, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 13, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[182] <= 133.413
gini = 0.039

samples = 1174
value = [0, 0, 3, 0, 20, 0, 1151, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[758] <= 10.508
gini = 0.225

samples = 57
value = [0, 0, 2, 3, 2, 0, 50, 0, 0, 0]

X[126] <= -60.551
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[145] <= 46.025
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 1, 0, 0, 0]

X[313] <= 78.803
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

X[273] <= 9.343
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[177] <= -68.82
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[611] <= 132.705
gini = 0.185

samples = 29
value = [0, 0, 0, 0, 26, 0, 3, 0, 0, 0]

X[768] <= 54.382
gini = 0.48

samples = 5
value = [0, 0, 2, 0, 3, 0, 0, 0, 0, 0]

X[233] <= 33.175
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 0, 4, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[654] <= 87.791
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 21

value = [0, 0, 0, 0, 0, 0, 21, 0, 0, 0]

X[134] <= -37.566
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

X[329] <= 53.968
gini = 0.292

samples = 12
value = [0, 0, 1, 0, 1, 0, 10, 0, 0, 0]

X[773] <= 16.028
gini = 0.5

samples = 6
value = [0, 0, 1, 0, 4, 0, 0, 0, 1, 0]

X[357] <= 48.157
gini = 0.667

samples = 12
value = [1, 0, 6, 0, 3, 0, 1, 0, 1, 0]

X[648] <= 125.904
gini = 0.329

samples = 31
value = [0, 0, 4, 0, 25, 0, 2, 0, 0, 0]

X[98] <= 145.395
gini = 0.034

samples = 57
value = [0, 0, 0, 0, 56, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[198] <= -2.743
gini = 0.24

samples = 178
value = [2, 0, 3, 0, 19, 0, 154, 0, 0, 0]

X[237] <= 28.039
gini = 0.444
samples = 6

value = [0, 0, 0, 0, 4, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[18] <= -21.619
gini = 0.064

samples = 30
value = [0, 0, 1, 0, 29, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[637] <= 84.07
gini = 0.626

samples = 19
value = [1, 0, 2, 0, 7, 0, 9, 0, 0, 0]

X[131] <= 138.945
gini = 0.206

samples = 53
value = [0, 0, 4, 0, 2, 0, 47, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[663] <= 137.646
gini = 0.764

samples = 15
value = [1, 0, 5, 0, 3, 0, 3, 0, 3, 0]

X[74] <= -31.16
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 1, 0, 9, 0, 0, 0]

X[158] <= 105.404
gini = 0.548

samples = 19
value = [1, 0, 0, 0, 9, 0, 9, 0, 0, 0]

X[285] <= 195.529
gini = 0.1

samples = 19
value = [0, 0, 1, 0, 18, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 12, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 9, 0, 0, 0, 0, 0]

X[379] <= 71.995
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 1, 0, 0, 0, 0, 0]

X[105] <= 57.711
gini = 0.138

samples = 41
value = [0, 0, 0, 2, 38, 0, 1, 0, 0, 0]

X[370] <= -21.378
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 62

value = [0, 0, 0, 0, 62, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[596] <= 137.635
gini = 0.025

samples = 160
value = [0, 0, 0, 158, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 18, 0, 0, 0, 0, 0]

X[777] <= -16.832
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[513] <= -79.11
gini = 0.611
samples = 6

value = [0, 0, 0, 1, 0, 0, 3, 0, 2, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

X[153] <= -50.29
gini = 0.203

samples = 27
value = [1, 0, 2, 0, 24, 0, 0, 0, 0, 0]

X[189] <= -18.344
gini = 0.541

samples = 14
value = [0, 0, 8, 1, 5, 0, 0, 0, 0, 0]

X[45] <= 102.348
gini = 0.422

samples = 43
value = [0, 0, 30, 0, 13, 0, 0, 0, 0, 0]

gini = 0.0
samples = 26

value = [0, 0, 26, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[658] <= 27.264
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[96] <= 119.57
gini = 0.111

samples = 17
value = [0, 0, 16, 0, 1, 0, 0, 0, 0, 0]

X[106] <= -24.912
gini = 0.625
samples = 4

value = [0, 0, 2, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 0, 13, 0, 0, 0]

X[400] <= -0.194
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[399] <= 66.604
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[356] <= -80.055
gini = 0.198

samples = 27
value = [0, 0, 24, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[744] <= -22.488
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

X[720] <= -47.215
gini = 0.32

samples = 5
value = [0, 0, 1, 0, 0, 0, 4, 0, 0, 0]

X[707] <= 184.762
gini = 0.19

samples = 107
value = [0, 0, 7, 2, 96, 0, 1, 0, 1, 0]

X[665] <= 58.409
gini = 0.531
samples = 8

value = [0, 0, 5, 0, 2, 0, 1, 0, 0, 0]

X[770] <= 30.844
gini = 0.499

samples = 38
value = [0, 0, 2, 0, 24, 0, 12, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

X[386] <= 61.648
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[218] <= 117.647
gini = 0.107

samples = 250
value = [1, 0, 236, 0, 11, 0, 2, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[245] <= -54.044
gini = 0.417

samples = 22
value = [0, 0, 16, 0, 5, 0, 0, 0, 0, 1]

X[209] <= -5.752
gini = 0.37

samples = 26
value = [0, 0, 5, 0, 20, 0, 1, 0, 0, 0]

X[718] <= 126.262
gini = 0.509

samples = 25
value = [0, 0, 15, 0, 9, 0, 1, 0, 0, 0]

X[330] <= 119.206
gini = 0.1

samples = 76
value = [0, 0, 72, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[468] <= -116.635
gini = 0.04

samples = 49
value = [0, 0, 48, 0, 0, 0, 1, 0, 0, 0]

X[401] <= 103.773
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[45] <= -7.152
gini = 0.126

samples = 76
value = [1, 0, 2, 0, 71, 0, 2, 0, 0, 0]

X[703] <= -9.551
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 1, 0, 0, 0, 0, 0]

X[436] <= -51.979
gini = 0.48

samples = 10
value = [1, 0, 7, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[576] <= 1.284
gini = 0.278
samples = 6

value = [0, 0, 5, 0, 0, 0, 1, 0, 0, 0]

X[471] <= -58.515
gini = 0.292

samples = 12
value = [0, 0, 1, 0, 10, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[608] <= 62.78
gini = 0.488

samples = 26
value = [0, 1, 4, 1, 18, 0, 2, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[441] <= 88.545
gini = 0.58

samples = 10
value = [0, 2, 1, 6, 0, 0, 1, 0, 0, 0]

X[708] <= 171.675
gini = 0.15

samples = 25
value = [0, 0, 1, 0, 1, 0, 23, 0, 0, 0]

X[302] <= 8.923
gini = 0.444
samples = 3

value = [1, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[636] <= 172.033
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[303] <= -8.246
gini = 0.5

samples = 4
value = [0, 0, 0, 0, 2, 0, 2, 0, 0, 0]

X[331] <= 136.734
gini = 0.124

samples = 15
value = [0, 0, 14, 0, 0, 0, 1, 0, 0, 0]

X[126] <= -17.051
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 0, 0, 1, 0]

X[214] <= 65.756
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 0, 0, 1, 0]

X[12] <= -51.593
gini = 0.33

samples = 95
value = [0, 0, 9, 2, 77, 0, 5, 0, 2, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[624] <= -89.549
gini = 0.198
samples = 9

value = [0, 0, 0, 0, 1, 0, 8, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[703] <= 61.949
gini = 0.476

samples = 29
value = [0, 0, 20, 0, 4, 0, 5, 0, 0, 0]

X[618] <= 206.932
gini = 0.069

samples = 113
value = [0, 0, 109, 0, 1, 0, 3, 0, 0, 0]

X[660] <= 27.365
gini = 0.489

samples = 201
value = [0, 0, 56, 1, 132, 1, 10, 0, 1, 0]

X[145] <= 147.025
gini = 0.098

samples = 137
value = [0, 0, 6, 0, 130, 0, 1, 0, 0, 0]

X[160] <= 133.88
gini = 0.441

samples = 78
value = [0, 0, 19, 0, 55, 0, 4, 0, 0, 0]

X[158] <= 67.904
gini = 0.448

samples = 121
value = [0, 0, 81, 1, 39, 0, 0, 0, 0, 0]

X[776] <= 112.424
gini = 0.51

samples = 99
value = [0, 1, 26, 3, 64, 0, 5, 0, 0, 0]

X[36] <= 170.455
gini = 0.195

samples = 1097
value = [4, 0, 76, 4, 981, 0, 28, 0, 4, 0]

X[719] <= 155.506
gini = 0.331

samples = 30
value = [0, 0, 5, 0, 24, 0, 0, 0, 1, 0]

X[749] <= 152.924
gini = 0.451

samples = 24
value = [1, 0, 17, 0, 5, 0, 1, 0, 0, 0]

X[691] <= 109.179
gini = 0.432

samples = 43
value = [0, 0, 9, 0, 31, 0, 3, 0, 0, 0]

X[500] <= 40.242
gini = 0.556

samples = 39
value = [0, 0, 23, 0, 11, 0, 5, 0, 0, 0]

X[749] <= -43.576
gini = 0.654

samples = 19
value = [0, 0, 8, 0, 6, 0, 5, 0, 0, 0]

X[686] <= 124.125
gini = 0.237

samples = 463
value = [0, 0, 30, 0, 402, 0, 31, 0, 0, 0]

X[723] <= -43.675
gini = 0.262

samples = 135
value = [0, 0, 6, 0, 14, 0, 115, 0, 0, 0]

X[64] <= 22.851
gini = 0.595

samples = 253
value = [3, 0, 24, 0, 108, 0, 117, 0, 1, 0]

X[457] <= 43.106
gini = 0.583

samples = 29
value = [1, 0, 15, 0, 11, 0, 2, 0, 0, 0]

X[527] <= -53.338
gini = 0.379

samples = 68
value = [1, 0, 3, 5, 53, 0, 5, 0, 1, 0]

X[579] <= 84.183
gini = 0.375
samples = 4

value = [0, 0, 3, 1, 0, 0, 0, 0, 0, 0]

X[230] <= 169.804
gini = 0.238

samples = 30
value = [0, 0, 3, 0, 26, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[13] <= 103.129
gini = 0.481

samples = 62
value = [0, 0, 37, 0, 25, 0, 0, 0, 0, 0]

X[119] <= -34.139
gini = 0.255

samples = 110
value = [0, 0, 94, 1, 13, 0, 2, 0, 0, 0]

X[495] <= -11.026
gini = 0.219

samples = 16
value = [0, 0, 14, 0, 2, 0, 0, 0, 0, 0]

X[330] <= 126.706
gini = 0.441

samples = 42
value = [0, 0, 12, 1, 29, 0, 0, 0, 0, 0]

X[430] <= 21.812
gini = 0.437

samples = 36
value = [1, 0, 7, 0, 26, 0, 2, 0, 0, 0]

X[539] <= 131.967
gini = 0.37

samples = 9
value = [0, 0, 7, 1, 0, 0, 1, 0, 0, 0]

X[772] <= -4.613
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[753] <= 90.384
gini = 0.266

samples = 19
value = [0, 0, 16, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 9, 0, 0, 0, 0, 0, 0, 0]

X[286] <= 52.083
gini = 0.136

samples = 111
value = [0, 0, 6, 1, 103, 0, 0, 0, 1, 0]

X[461] <= 88.566
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 12, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[694] <= 28.091
gini = 0.716
samples = 9

value = [4, 0, 2, 1, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[182] <= -69.087
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[292] <= 100.565
gini = 0.32

samples = 5
value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[580] <= 60.811
gini = 0.571
samples = 7

value = [0, 0, 1, 2, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 12, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 7, 0, 0, 0, 0, 0, 0]

X[175] <= -1.41
gini = 0.625
samples = 4

value = [1, 0, 1, 0, 2, 0, 0, 0, 0, 0]

X[94] <= -58.192
gini = 0.06

samples = 97
value = [0, 0, 1, 94, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[302] <= -43.577
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 19

value = [19, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[202] <= 181.04
gini = 0.043

samples = 90
value = [88, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [10, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[425] <= 99.917
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 31

value = [31, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[69] <= 71.528
gini = 0.105

samples = 18
value = [0, 0, 1, 0, 0, 0, 17, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[219] <= -25.949
gini = 0.667
samples = 3

value = [1, 0, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[535] <= 21.194
gini = 0.586

samples = 23
value = [5, 0, 13, 0, 0, 0, 5, 0, 0, 0]

X[708] <= 38.175
gini = 0.566

samples = 40
value = [24, 0, 4, 1, 1, 0, 10, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[734] <= 134.45
gini = 0.398

samples = 16
value = [1, 0, 3, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 14, 0, 0, 0]

X[100] <= -24.491
gini = 0.64

samples = 5
value = [0, 0, 2, 1, 2, 0, 0, 0, 0, 0]

X[155] <= -13.44
gini = 0.43

samples = 11
value = [0, 0, 2, 0, 0, 0, 8, 0, 1, 0]

X[553] <= 90.649
gini = 0.64

samples = 36
value = [20, 1, 3, 1, 1, 0, 7, 0, 2, 1]

X[594] <= 51.9
gini = 0.656
samples = 8

value = [0, 0, 1, 1, 0, 0, 4, 0, 2, 0]

X[316] <= -3.168
gini = 0.446

samples = 11
value = [8, 0, 1, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[72] <= 11.446
gini = 0.391

samples = 193
value = [16, 0, 23, 3, 2, 0, 148, 0, 1, 0]

X[47] <= -25.134
gini = 0.612

samples = 21
value = [0, 3, 12, 1, 1, 0, 4, 0, 0, 0]

X[404] <= -47.902
gini = 0.467

samples = 21
value = [2, 2, 1, 0, 1, 0, 15, 0, 0, 0]

X[235] <= -79.869
gini = 0.219
samples = 8

value = [0, 0, 1, 7, 0, 0, 0, 0, 0, 0]

X[238] <= -6.519
gini = 0.283

samples = 19
value = [0, 0, 16, 1, 1, 0, 1, 0, 0, 0]

X[189] <= 59.656
gini = 0.72

samples = 33
value = [2, 2, 0, 8, 8, 0, 13, 0, 0, 0]

X[46] <= 52.775
gini = 0.336

samples = 21
value = [1, 0, 1, 0, 17, 0, 1, 0, 1, 0]

X[42] <= -85.082
gini = 0.18

samples = 10
value = [0, 0, 0, 9, 0, 0, 1, 0, 0, 0]

X[317] <= 125.531
gini = 0.707

samples = 25
value = [1, 1, 8, 4, 1, 0, 10, 0, 0, 0]

X[174] <= -27.024
gini = 0.344

samples = 74
value = [1, 0, 59, 3, 1, 0, 10, 0, 0, 0]

X[736] <= 80.889
gini = 0.629

samples = 164
value = [10, 1, 88, 6, 12, 0, 44, 0, 3, 0]

X[90] <= -6.817
gini = 0.542

samples = 37
value = [5, 0, 4, 0, 3, 0, 24, 0, 1, 0]

X[322] <= 22.035
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 1, 0, 0, 0, 0, 0]

X[331] <= -42.266
gini = 0.529

samples = 11
value = [7, 0, 2, 0, 0, 0, 2, 0, 0, 0]

X[312] <= -19.641
gini = 0.219

samples = 16
value = [0, 0, 14, 0, 0, 0, 2, 0, 0, 0]

X[532] <= -4.362
gini = 0.367

samples = 57
value = [2, 2, 3, 0, 2, 0, 45, 0, 3, 0]

X[272] <= 57.585
gini = 0.736

samples = 25
value = [3, 0, 10, 0, 4, 0, 6, 0, 2, 0]

X[607] <= 84.546
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[663] <= -17.854
gini = 0.716
samples = 9

value = [0, 1, 0, 3, 2, 0, 3, 0, 0, 0]

X[441] <= 104.545
gini = 0.382

samples = 105
value = [9, 1, 81, 1, 0, 0, 13, 0, 0, 0]

X[669] <= -23.24
gini = 0.556

samples = 13
value = [8, 1, 0, 0, 0, 0, 3, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[58] <= 0.233
gini = 0.625
samples = 4

value = [0, 0, 0, 1, 1, 0, 0, 0, 2, 0]

X[319] <= -87.905
gini = 0.197

samples = 66
value = [3, 0, 3, 0, 0, 0, 59, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[106] <= 5.088
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[416] <= -21.226
gini = 0.5

samples = 2
value = [1, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 13, 0, 0, 0, 0, 0, 0, 0]

X[422] <= 3.95
gini = 0.716
samples = 9

value = [1, 0, 0, 1, 2, 0, 4, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[764] <= 34.468
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 3, 1, 0, 0, 0, 0]

X[89] <= 193.943
gini = 0.231

samples = 15
value = [0, 0, 2, 0, 0, 0, 13, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[234] <= 89.164
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

X[743] <= 111.19
gini = 0.043

samples = 45
value = [0, 0, 0, 0, 44, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[539] <= 99.967
gini = 0.171

samples = 324
value = [0, 0, 294, 1, 3, 0, 24, 0, 2, 0]

X[428] <= -27.258
gini = 0.411

samples = 85
value = [0, 0, 62, 0, 3, 0, 20, 0, 0, 0]

X[733] <= 70.412
gini = 0.5

samples = 4
value = [0, 2, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[524] <= -40.1
gini = 0.56

samples = 5
value = [1, 0, 3, 0, 0, 0, 0, 0, 1, 0]

X[509] <= 122.476
gini = 0.338

samples = 15
value = [1, 0, 0, 0, 2, 0, 12, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[736] <= -58.111
gini = 0.521

samples = 13
value = [0, 0, 8, 0, 1, 0, 4, 0, 0, 0]

X[637] <= -28.43
gini = 0.245

samples = 36
value = [0, 0, 4, 0, 1, 0, 31, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 8, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[743] <= 58.19
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

X[732] <= 129.784
gini = 0.66

samples = 26
value = [1, 0, 7, 0, 6, 0, 12, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 13, 0, 0, 0, 0, 0, 0, 0]

X[473] <= -0.13
gini = 0.054

samples = 36
value = [0, 0, 35, 0, 0, 0, 1, 0, 0, 0]

X[263] <= -28.617
gini = 0.667
samples = 3

value = [0, 1, 0, 1, 0, 0, 1, 0, 0, 0]

X[43] <= -53.195
gini = 0.093

samples = 1524
value = [8, 0, 1451, 2, 25, 0, 38, 0, 0, 0]

X[630] <= -116.518
gini = 0.586

samples = 16
value = [0, 0, 9, 0, 3, 0, 4, 0, 0, 0]

X[9] <= 163.565
gini = 0.055

samples = 106
value = [0, 0, 103, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[611] <= 104.705
gini = 0.349

samples = 28
value = [0, 0, 22, 0, 1, 0, 5, 0, 0, 0]

X[412] <= -68.771
gini = 0.236

samples = 22
value = [0, 0, 3, 0, 0, 0, 19, 0, 0, 0]

X[637] <= 176.07
gini = 0.044

samples = 44
value = [1, 0, 43, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[471] <= 102.485
gini = 0.48

samples = 5
value = [0, 0, 3, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[439] <= -116.812
gini = 0.118

samples = 80
value = [0, 0, 75, 0, 1, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[210] <= -29.958
gini = 0.583

samples = 12
value = [0, 0, 7, 1, 1, 0, 3, 0, 0, 0]

X[122] <= 77.655
gini = 0.236

samples = 22
value = [0, 0, 0, 0, 3, 0, 19, 0, 0, 0]

X[37] <= 200.571
gini = 0.255

samples = 60
value = [0, 0, 51, 0, 0, 0, 9, 0, 0, 0]

X[386] <= 142.148
gini = 0.622

samples = 31
value = [0, 0, 13, 0, 5, 0, 13, 0, 0, 0]

X[511] <= 20.622
gini = 0.169

samples = 22
value = [1, 0, 0, 1, 0, 0, 20, 0, 0, 0]

X[630] <= 104.982
gini = 0.444
samples = 3

value = [2, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[120] <= -46.297
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 0, 4, 0, 1, 0]

X[724] <= 63.851
gini = 0.444

samples = 15
value = [11, 0, 1, 1, 0, 0, 1, 0, 1, 0]

X[536] <= 58.269
gini = 0.338

samples = 15
value = [0, 0, 2, 1, 0, 0, 12, 0, 0, 0]

X[631] <= 107.61
gini = 0.499

samples = 48
value = [1, 0, 32, 0, 2, 0, 11, 0, 2, 0]

X[550] <= 69.88
gini = 0.75

samples = 4
value = [0, 0, 1, 1, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[214] <= 56.756
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[679] <= 178.668
gini = 0.1

samples = 38
value = [0, 0, 2, 0, 36, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[179] <= 33.71
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 9, 0, 0, 0, 0, 0]

X[460] <= 41.485
gini = 0.406
samples = 8

value = [0, 0, 1, 1, 0, 0, 6, 0, 0, 0]

X[287] <= 165.673
gini = 0.18

samples = 10
value = [0, 0, 9, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[203] <= 125.115
gini = 0.5

samples = 2
value = [0, 1, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[80] <= -4.247
gini = 0.39

samples = 21
value = [0, 0, 16, 2, 0, 0, 3, 0, 0, 0]

X[52] <= -1.71
gini = 0.545

samples = 11
value = [1, 0, 2, 1, 0, 0, 7, 0, 0, 0]

X[736] <= 101.389
gini = 0.493

samples = 19
value = [0, 0, 13, 3, 2, 0, 1, 0, 0, 0]

X[237] <= 98.539
gini = 0.583

samples = 12
value = [0, 1, 1, 0, 3, 0, 7, 0, 0, 0]

X[413] <= 78.447
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 1, 0, 0, 0, 0, 0]

X[98] <= 1.395
gini = 0.124

samples = 46
value = [0, 0, 43, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[737] <= 173.032
gini = 0.082

samples = 142
value = [1, 0, 136, 0, 1, 0, 4, 0, 0, 0]

X[152] <= 63.584
gini = 0.5

samples = 6
value = [0, 0, 0, 0, 3, 0, 3, 0, 0, 0]

X[144] <= 8.699
gini = 0.363

samples = 562
value = [2, 1, 441, 3, 49, 0, 66, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 8, 0, 0, 0, 0, 0]

X[106] <= 29.588
gini = 0.653
samples = 7

value = [0, 0, 2, 0, 2, 0, 3, 0, 0, 0]

X[61] <= -7.987
gini = 0.142

samples = 13
value = [0, 0, 1, 0, 0, 0, 12, 0, 0, 0]

X[578] <= 58.217
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 52

value = [0, 0, 52, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[549] <= 99.034
gini = 0.098

samples = 59
value = [0, 0, 2, 0, 1, 0, 56, 0, 0, 0]

X[695] <= 163.906
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[127] <= 98.317
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[765] <= -13.953
gini = 0.612
samples = 7

value = [1, 0, 4, 0, 0, 0, 0, 0, 1, 1]

X[637] <= 129.07
gini = 0.38

samples = 35
value = [0, 0, 5, 1, 2, 0, 27, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

X[125] <= 103.633
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 3, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[650] <= 27.407
gini = 0.64

samples = 5
value = [0, 0, 0, 0, 0, 2, 1, 0, 2, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 11, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 0, 0, 0, 0, 18, 0]

X[406] <= -103.66
gini = 0.001

samples = 1899
value = [0, 0, 0, 0, 0, 1898, 0, 1, 0, 0]

X[526] <= 101.045
gini = 0.219
samples = 8

value = [0, 0, 0, 0, 0, 7, 0, 0, 0, 1]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 166

value = [0, 0, 0, 0, 0, 166, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 25

value = [0, 0, 0, 0, 0, 25, 0, 0, 0, 0]

X[540] <= 66.849
gini = 0.198
samples = 9

value = [0, 0, 0, 0, 0, 1, 0, 8, 0, 0]

X[360] <= 168.868
gini = 0.014

samples = 844
value = [0, 0, 0, 0, 0, 838, 0, 5, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[563] <= -28.49
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 1]

X[376] <= -105.929
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[350] <= 110.817
gini = 0.013

samples = 148
value = [0, 0, 0, 0, 0, 1, 0, 147, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

X[532] <= 45.638
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 3]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[557] <= 163.418
gini = 0.076

samples = 153
value = [0, 0, 0, 0, 0, 1, 0, 147, 0, 5]

X[449] <= 57.131
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[346] <= -125.068
gini = 0.028

samples = 71
value = [0, 0, 0, 0, 0, 1, 0, 70, 0, 0]

X[414] <= -107.031
gini = 0.033

samples = 60
value = [0, 0, 0, 0, 0, 1, 0, 59, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

X[265] <= -84.135
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 2]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

X[519] <= -35.315
gini = 0.393

samples = 41
value = [0, 0, 0, 0, 0, 11, 0, 30, 0, 0]

X[234] <= -66.336
gini = 0.034

samples = 3650
value = [0, 0, 0, 0, 0, 48, 0, 3588, 3, 11]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[484] <= 137.269
gini = 0.029

samples = 137
value = [0, 0, 0, 0, 0, 135, 0, 2, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[517] <= 15.492
gini = 0.5

samples = 6
value = [0, 0, 0, 0, 0, 1, 0, 4, 0, 1]

X[430] <= -105.688
gini = 0.165

samples = 11
value = [0, 0, 0, 0, 0, 10, 0, 0, 1, 0]

X[454] <= 98.341
gini = 0.717

samples = 25
value = [0, 0, 0, 0, 0, 4, 0, 9, 4, 8]

X[356] <= 114.445
gini = 0.147

samples = 25
value = [0, 0, 0, 0, 0, 0, 0, 23, 0, 2]

X[166] <= 134.101
gini = 0.128

samples = 512
value = [0, 0, 0, 0, 0, 4, 0, 477, 0, 31]

X[249] <= 4.387
gini = 0.494

samples = 18
value = [0, 0, 0, 0, 0, 0, 0, 10, 0, 8]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

X[472] <= 31.004
gini = 0.667
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 1]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[521] <= 63.335
gini = 0.447

samples = 32
value = [0, 0, 0, 0, 0, 1, 0, 22, 0, 9]

X[538] <= 29.705
gini = 0.027

samples = 74
value = [0, 0, 0, 0, 0, 0, 0, 73, 0, 1]

X[530] <= 70.686
gini = 0.329

samples = 93
value = [0, 0, 0, 0, 0, 1, 0, 18, 0, 74]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

X[397] <= -64.595
gini = 0.067

samples = 29
value = [0, 0, 0, 0, 0, 0, 0, 28, 0, 1]

X[619] <= -3.806
gini = 0.478

samples = 48
value = [0, 0, 0, 0, 0, 0, 0, 19, 0, 29]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 9, 0, 0, 0, 0]

X[576] <= 20.784
gini = 0.249

samples = 43
value = [0, 0, 0, 0, 0, 4, 0, 37, 0, 2]

X[419] <= -6.043
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 3]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 0]

X[542] <= -11.731
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

gini = 0.0
samples = 22

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 22]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[587] <= 104.743
gini = 0.224

samples = 110
value = [0, 0, 0, 0, 0, 1, 0, 96, 0, 13]

X[502] <= 202.572
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 3]

X[589] <= 17.934
gini = 0.375
samples = 8

value = [0, 0, 0, 0, 0, 6, 0, 0, 2, 0]

X[271] <= 84.733
gini = 0.588

samples = 17
value = [0, 0, 0, 0, 0, 0, 1, 9, 1, 6]

X[632] <= -117.367
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 2]

X[178] <= -102.774
gini = 0.142

samples = 13
value = [0, 0, 0, 0, 0, 0, 0, 12, 0, 1]

X[344] <= -91.083
gini = 0.288

samples = 24
value = [0, 0, 0, 0, 0, 1, 0, 3, 0, 20]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

gini = 0.0
samples = 764

value = [0, 0, 0, 0, 0, 764, 0, 0, 0, 0]

X[704] <= 62.7
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 6]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[448] <= 17.855
gini = 0.027

samples = 149
value = [0, 0, 0, 0, 0, 147, 0, 1, 0, 1]

X[589] <= 151.934
gini = 0.469
samples = 8

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 108

value = [0, 0, 0, 0, 0, 0, 0, 108, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[463] <= 92.305
gini = 0.059

samples = 330
value = [0, 0, 0, 0, 0, 0, 0, 10, 0, 320]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[279] <= 52.356
gini = 0.044

samples = 132
value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 129]

X[181] <= -103.061
gini = 0.37

samples = 9
value = [1, 0, 0, 0, 0, 1, 0, 0, 0, 7]

X[323] <= 60.3
gini = 0.375

samples = 16
value = [0, 0, 0, 0, 0, 0, 0, 12, 0, 4]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 34

value = [0, 0, 0, 0, 0, 0, 0, 34, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 13]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 53

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 53]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[381] <= 93.219
gini = 0.176

samples = 82
value = [0, 0, 0, 0, 0, 0, 0, 74, 0, 8]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

X[473] <= 87.87
gini = 0.375
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 2]

X[322] <= -99.965
gini = 0.1

samples = 19
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 18]

X[232] <= 30.503
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 3]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 0, 14, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[403] <= 74.415
gini = 0.408
samples = 7

value = [0, 0, 0, 0, 0, 5, 0, 2, 0, 0]

X[354] <= -3.463
gini = 0.142

samples = 13
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 12]

X[521] <= -136.665
gini = 0.036

samples = 4265
value = [0, 0, 0, 0, 0, 7, 0, 70, 0, 4188]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[483] <= 100.98
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 3]

X[470] <= 115.251
gini = 0.218

samples = 25
value = [0, 0, 0, 0, 0, 1, 0, 22, 0, 2]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[652] <= -33.215
gini = 0.5

samples = 4
value = [0, 0, 0, 0, 0, 2, 0, 0, 2, 0]

X[430] <= -1.688
gini = 0.266

samples = 19
value = [0, 0, 0, 0, 0, 0, 0, 16, 0, 3]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 6]

gini = 0.0
samples = 98

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 98]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[213] <= -40.73
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 1]

X[627] <= 70.026
gini = 0.156

samples = 24
value = [0, 0, 0, 0, 0, 1, 0, 22, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[250] <= 237.018
gini = 0.006

samples = 1358
value = [0, 0, 0, 0, 1, 2, 0, 0, 1354, 1]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[631] <= 33.61
gini = 0.444
samples = 3

value = [0, 2, 0, 1, 0, 0, 0, 0, 0, 0]

X[409] <= -155.865
gini = 0.0

samples = 4881
value = [0, 4880, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[712] <= 150.261
gini = 0.029

samples = 270
value = [0, 4, 0, 266, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 48

value = [0, 0, 0, 48, 0, 0, 0, 0, 0, 0]

X[466] <= -139.474
gini = 0.56

samples = 5
value = [0, 3, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[485] <= 57.659
gini = 0.242

samples = 30
value = [1, 2, 0, 26, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 8, 0, 0, 0, 0, 0, 0, 0, 0]

X[770] <= -34.156
gini = 0.042

samples = 2443
value = [13, 26, 1, 2391, 1, 0, 10, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 6, 0, 0, 0, 0, 0, 0, 0, 0]

X[241] <= -101.061
gini = 0.625
samples = 4

value = [1, 0, 0, 0, 0, 0, 2, 0, 1, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 8, 0, 0, 0, 0, 0, 0]

X[385] <= -57.203
gini = 0.083

samples = 23
value = [22, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[155] <= 30.06
gini = 0.444
samples = 3

value = [0, 0, 0, 2, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 31

value = [0, 0, 0, 31, 0, 0, 0, 0, 0, 0]

X[746] <= 86.835
gini = 0.616

samples = 36
value = [15, 4, 0, 16, 0, 0, 1, 0, 0, 0]

X[201] <= -46.777
gini = 0.072

samples = 163
value = [1, 1, 0, 157, 2, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[676] <= -0.517
gini = 0.667
samples = 3

value = [0, 1, 1, 0, 0, 1, 0, 0, 0, 0]

X[10] <= 27.044
gini = 0.219

samples = 33
value = [3, 0, 0, 29, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

X[481] <= -84.569
gini = 0.278
samples = 6

value = [0, 0, 0, 5, 0, 0, 0, 0, 1, 0]

X[582] <= -90.51
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[296] <= -142.778
gini = 0.194

samples = 19
value = [17, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[233] <= 3.675
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[463] <= -9.695
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[457] <= -75.394
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[346] <= -123.568
gini = 0.07

samples = 56
value = [0, 0, 1, 1, 54, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[459] <= -73.579
gini = 0.64

samples = 5
value = [0, 0, 0, 2, 2, 0, 0, 0, 1, 0]

X[182] <= 134.413
gini = 0.091

samples = 106
value = [0, 1, 0, 101, 2, 0, 1, 0, 1, 0]

X[69] <= 11.028
gini = 0.643

samples = 14
value = [2, 0, 0, 4, 7, 0, 0, 0, 1, 0]

X[99] <= 107.324
gini = 0.427

samples = 30
value = [0, 4, 0, 22, 4, 0, 0, 0, 0, 0]

X[404] <= -11.902
gini = 0.375
samples = 4

value = [0, 0, 0, 3, 0, 0, 1, 0, 0, 0]

X[20] <= -3.109
gini = 0.172

samples = 21
value = [0, 0, 0, 2, 19, 0, 0, 0, 0, 0]

X[316] <= 76.832
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 1, 0, 5, 0, 0, 0]

gini = 0.0
samples = 7

value = [7, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 5, 0]

X[17] <= -1.153
gini = 0.577

samples = 131
value = [11, 9, 3, 82, 8, 0, 16, 0, 2, 0]

X[154] <= 51.139
gini = 0.359

samples = 340
value = [2, 0, 0, 66, 264, 0, 8, 0, 0, 0]

X[98] <= 80.895
gini = 0.49

samples = 21
value = [0, 0, 0, 14, 5, 0, 2, 0, 0, 0]

X[63] <= -31.407
gini = 0.793

samples = 13
value = [3, 0, 2, 4, 2, 0, 1, 0, 1, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[738] <= 0.551
gini = 0.375
samples = 4

value = [0, 0, 0, 3, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 5, 0, 0, 0, 0, 0, 0, 0, 0]

X[608] <= -48.72
gini = 0.537

samples = 18
value = [5, 2, 0, 11, 0, 0, 0, 0, 0, 0]

X[126] <= 142.949
gini = 0.13

samples = 177
value = [5, 3, 1, 165, 2, 0, 1, 0, 0, 0]

X[412] <= -76.271
gini = 0.56

samples = 19
value = [1, 12, 0, 2, 3, 0, 1, 0, 0, 0]

X[152] <= 58.084
gini = 0.623

samples = 18
value = [8, 0, 0, 7, 0, 0, 3, 0, 0, 0]

X[288] <= 157.027
gini = 0.322

samples = 44
value = [3, 1, 1, 36, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[207] <= 117.429
gini = 0.5

samples = 2
value = [1, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[456] <= -41.225
gini = 0.676

samples = 15
value = [2, 4, 0, 7, 0, 0, 2, 0, 0, 0]

X[351] <= 75.163
gini = 0.455

samples = 54
value = [39, 3, 1, 3, 1, 0, 7, 0, 0, 0]

X[314] <= -69.499
gini = 0.609

samples = 19
value = [4, 0, 0, 5, 0, 0, 10, 0, 0, 0]

X[36] <= 205.955
gini = 0.111

samples = 17
value = [1, 0, 0, 16, 0, 0, 0, 0, 0, 0]

X[453] <= -28.128
gini = 0.077

samples = 25
value = [0, 0, 1, 24, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[713] <= 98.394
gini = 0.625
samples = 4

value = [0, 0, 0, 2, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[470] <= -15.249
gini = 0.025

samples = 467
value = [1, 0, 0, 461, 4, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[764] <= 166.468
gini = 0.192

samples = 243
value = [4, 2, 1, 218, 11, 0, 7, 0, 0, 0]

X[102] <= 125.298
gini = 0.625
samples = 4

value = [0, 0, 2, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[430] <= -70.188
gini = 0.043

samples = 45
value = [0, 0, 0, 44, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[263] <= 120.383
gini = 0.18

samples = 30
value = [0, 0, 0, 3, 27, 0, 0, 0, 0, 0]

X[213] <= 63.77
gini = 0.625
samples = 4

value = [0, 2, 0, 1, 0, 0, 1, 0, 0, 0]

X[95] <= -31.624
gini = 0.153

samples = 12
value = [0, 0, 0, 1, 11, 0, 0, 0, 0, 0]

X[71] <= 130.175
gini = 0.585

samples = 73
value = [0, 1, 1, 42, 19, 0, 9, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[343] <= -70.494
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[292] <= 97.565
gini = 0.375
samples = 4

value = [3, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[78] <= 183.597
gini = 0.062

samples = 125
value = [3, 0, 0, 121, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[121] <= -12.445
gini = 0.625

samples = 12
value = [1, 0, 0, 4, 0, 0, 6, 0, 1, 0]

X[382] <= 81.451
gini = 0.555

samples = 16
value = [10, 2, 1, 0, 0, 0, 3, 0, 0, 0]

X[211] <= -107.846
gini = 0.074

samples = 26
value = [25, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[573] <= 78.959
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

X[209] <= 88.248
gini = 0.734

samples = 13
value = [4, 4, 0, 0, 2, 0, 0, 0, 3, 0]

X[551] <= 57.058
gini = 0.478

samples = 17
value = [1, 1, 0, 12, 2, 0, 1, 0, 0, 0]

X[11] <= -31.919
gini = 0.492

samples = 16
value = [2, 0, 1, 0, 2, 0, 11, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

X[595] <= -40.444
gini = 0.219

samples = 16
value = [0, 0, 2, 0, 14, 0, 0, 0, 0, 0]

X[525] <= 6.691
gini = 0.56

samples = 5
value = [1, 0, 0, 3, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[71] <= 41.675
gini = 0.5

samples = 4
value = [2, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[270] <= 100.281
gini = 0.171

samples = 87
value = [0, 0, 3, 5, 79, 0, 0, 0, 0, 0]

X[719] <= -47.994
gini = 0.444
samples = 3

value = [1, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[714] <= -2.733
gini = 0.48

samples = 15
value = [6, 0, 0, 9, 0, 0, 0, 0, 0, 0]

X[41] <= 59.262
gini = 0.6

samples = 177
value = [85, 3, 1, 16, 1, 0, 71, 0, 0, 0]

X[570] <= 87.16
gini = 0.245

samples = 21
value = [3, 0, 0, 18, 0, 0, 0, 0, 0, 0]

X[666] <= -40.841
gini = 0.542

samples = 12
value = [4, 0, 1, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[775] <= 203.791
gini = 0.206

samples = 179
value = [159, 2, 0, 7, 0, 0, 11, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[495] <= -22.526
gini = 0.513

samples = 41
value = [8, 0, 0, 5, 1, 0, 27, 0, 0, 0]

X[154] <= 126.139
gini = 0.567

samples = 77
value = [44, 0, 0, 10, 0, 0, 23, 0, 0, 0]

X[766] <= 49.266
gini = 0.291

samples = 48
value = [40, 0, 0, 5, 0, 0, 3, 0, 0, 0]

X[372] <= 131.627
gini = 0.48

samples = 5
value = [0, 0, 0, 3, 0, 0, 2, 0, 0, 0]

X[545] <= -61.17
gini = 0.36

samples = 28
value = [22, 0, 0, 3, 0, 0, 3, 0, 0, 0]

X[267] <= 30.065
gini = 0.5

samples = 26
value = [9, 0, 0, 1, 0, 0, 16, 0, 0, 0]

X[651] <= -22.592
gini = 0.129

samples = 44
value = [41, 0, 0, 1, 0, 0, 2, 0, 0, 0]

X[458] <= 39.677
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 0, 0, 1, 0]

X[441] <= 5.545
gini = 0.617

samples = 101
value = [20, 5, 0, 15, 2, 0, 57, 0, 2, 0]

X[777] <= 3.668
gini = 0.619

samples = 70
value = [36, 0, 1, 5, 4, 0, 23, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 9, 0, 0, 0, 0, 0, 0, 0, 0]

X[295] <= -104.463
gini = 0.222

samples = 83
value = [5, 0, 2, 1, 2, 0, 73, 0, 0, 0]

X[470] <= -108.749
gini = 0.518

samples = 105
value = [28, 2, 3, 5, 0, 0, 67, 0, 0, 0]

X[188] <= 140.578
gini = 0.336

samples = 35
value = [28, 0, 2, 0, 0, 0, 5, 0, 0, 0]

X[718] <= 59.262
gini = 0.375
samples = 4

value = [0, 0, 0, 1, 0, 0, 3, 0, 0, 0]

X[203] <= -20.885
gini = 0.29

samples = 18
value = [2, 1, 0, 0, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[489] <= 28.079
gini = 0.56

samples = 5
value = [1, 0, 3, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

X[776] <= 44.924
gini = 0.67

samples = 24
value = [12, 0, 1, 2, 2, 0, 6, 0, 1, 0]

X[181] <= 67.439
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 0, 0, 9, 0, 1, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 8, 0, 0, 0, 0, 0, 0, 0, 0]

X[328] <= 13.048
gini = 0.313

samples = 45
value = [1, 0, 0, 37, 4, 0, 2, 0, 1, 0]

X[651] <= 145.908
gini = 0.722

samples = 27
value = [2, 0, 1, 7, 7, 0, 10, 0, 0, 0]

X[340] <= 212.273
gini = 0.08

samples = 48
value = [2, 0, 0, 0, 0, 0, 46, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[126] <= -107.551
gini = 0.038

samples = 207
value = [4, 0, 0, 0, 0, 0, 203, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[177] <= 15.68
gini = 0.397

samples = 11
value = [8, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[145] <= -23.475
gini = 0.043

samples = 181
value = [177, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[155] <= 11.06
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 31

value = [31, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[486] <= 15.061
gini = 0.5

samples = 4
value = [2, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[303] <= 30.754
gini = 0.722
samples = 6

value = [0, 0, 1, 1, 2, 0, 2, 0, 0, 0]

X[658] <= 35.264
gini = 0.32

samples = 10
value = [8, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[689] <= 4.026
gini = 0.738

samples = 15
value = [4, 0, 1, 4, 1, 0, 5, 0, 0, 0]

X[652] <= 136.785
gini = 0.095

samples = 20
value = [1, 0, 0, 0, 0, 0, 19, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [15, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[71] <= 66.675
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 35

value = [0, 0, 0, 0, 0, 0, 35, 0, 0, 0]

X[518] <= 66.393
gini = 0.153

samples = 12
value = [1, 0, 0, 0, 0, 0, 11, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 24

value = [24, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[348] <= -43.701
gini = 0.32

samples = 5
value = [0, 0, 0, 1, 0, 0, 4, 0, 0, 0]

X[103] <= -7.737
gini = 0.625
samples = 4

value = [1, 0, 0, 1, 0, 0, 2, 0, 0, 0]

X[191] <= -46.608
gini = 0.125

samples = 167
value = [156, 0, 0, 3, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[496] <= 49.415
gini = 0.49

samples = 7
value = [3, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[271] <= 114.733
gini = 0.068

samples = 57
value = [55, 0, 0, 1, 0, 0, 1, 0, 0, 0]

X[42] <= 20.918
gini = 0.476

samples = 26
value = [17, 0, 1, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[444] <= -72.111
gini = 0.258

samples = 28
value = [2, 0, 1, 0, 1, 0, 24, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[231] <= 108.311
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

X[240] <= -75.485
gini = 0.278
samples = 6

value = [5, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[171] <= 100.12
gini = 0.142

samples = 13
value = [1, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[592] <= -57.065
gini = 0.064

samples = 30
value = [29, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 26

value = [0, 0, 0, 0, 0, 0, 26, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[291] <= 93.18
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

X[180] <= -96.329
gini = 0.046

samples = 256
value = [250, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[774] <= 41.436
gini = 0.231

samples = 15
value = [2, 0, 0, 0, 0, 0, 13, 0, 0, 0]

X[213] <= 13.77
gini = 0.451

samples = 64
value = [43, 0, 0, 1, 0, 0, 20, 0, 0, 0]

X[632] <= -114.867
gini = 0.102

samples = 131
value = [124, 0, 1, 0, 0, 0, 6, 0, 0, 0]

X[723] <= -44.675
gini = 0.5

samples = 8
value = [4, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[70] <= -44.705
gini = 0.234

samples = 23
value = [20, 0, 0, 1, 0, 0, 2, 0, 0, 0]

X[106] <= -0.412
gini = 0.041

samples = 2273
value = [2225, 1, 1, 1, 0, 0, 45, 0, 0, 0]

X[384] <= 102.52
gini = 0.5

samples = 6
value = [3, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[116] <= -9.531
gini = 0.46

samples = 19
value = [13, 0, 0, 1, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[742] <= 112.681
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[271] <= 114.233
gini = 0.068

samples = 57
value = [55, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [7, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[354] <= -96.963
gini = 0.064

samples = 30
value = [1, 0, 0, 0, 0, 0, 29, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 22

value = [22, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[638] <= -71.16
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[367] <= -18.823
gini = 0.15

samples = 25
value = [23, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[39] <= -51.157
gini = 0.025

samples = 161
value = [159, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[287] <= 90.673
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[200] <= 38.773
gini = 0.444

samples = 12
value = [4, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[608] <= 163.28
gini = 0.266

samples = 215
value = [181, 0, 0, 0, 0, 0, 34, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 24

value = [24, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 32

value = [0, 0, 0, 0, 0, 0, 32, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[581] <= -91.282
gini = 0.5

samples = 4
value = [2, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 0, 0, 18, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[32] <= 28.73
gini = 0.02

samples = 99
value = [98, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[98] <= -26.605
gini = 0.5

samples = 6
value = [0, 0, 0, 3, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[371] <= 17.071
gini = 0.091

samples = 21
value = [1, 0, 0, 0, 0, 0, 20, 0, 0, 0]

X[178] <= 100.726
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 13

value = [13, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[135] <= -13.533
gini = 0.497

samples = 24
value = [13, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[513] <= -22.61
gini = 0.192

samples = 102
value = [91, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[75] <= 125.261
gini = 0.566

samples = 22
value = [13, 0, 4, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 219

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 219]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

X[63] <= -34.407
gini = 0.226

samples = 140
value = [2, 0, 1, 2, 3, 2, 4, 2, 123, 1]

X[463] <= 36.805
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 2, 0, 0]

X[124] <= -85.505
gini = 0.531
samples = 8

value = [0, 0, 2, 0, 5, 0, 1, 0, 0, 0]

X[548] <= -73.603
gini = 0.397

samples = 11
value = [3, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 6, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 8, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

X[93] <= -55.227
gini = 0.044

samples = 2896
value = [5, 0, 9, 1, 8, 16, 17, 4, 2831, 5]

X[580] <= 122.311
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [12, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[770] <= -30.156
gini = 0.611
samples = 6

value = [1, 0, 2, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 26

value = [0, 0, 0, 0, 0, 0, 26, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 11, 0, 0, 0, 0, 0]

X[17] <= 31.347
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 49

value = [0, 0, 0, 0, 49, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[633] <= -55.689
gini = 0.625
samples = 4

value = [0, 0, 1, 1, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 0, 0, 0, 0, 24, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[135] <= -27.033
gini = 0.469

samples = 14
value = [1, 0, 10, 1, 1, 0, 0, 0, 1, 0]

X[231] <= 98.311
gini = 0.7

samples = 10
value = [0, 0, 0, 1, 2, 0, 3, 0, 4, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[653] <= -26.893
gini = 0.461

samples = 16
value = [1, 0, 4, 0, 11, 0, 0, 0, 0, 0]

X[355] <= 30.307
gini = 0.534

samples = 43
value = [0, 0, 27, 0, 3, 1, 11, 0, 1, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 11, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[94] <= 14.308
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[291] <= 122.18
gini = 0.235

samples = 54
value = [0, 0, 2, 0, 47, 0, 4, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

X[77] <= -28.276
gini = 0.269

samples = 26
value = [0, 0, 3, 0, 1, 0, 22, 0, 0, 0]

X[638] <= 15.34
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 4, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[483] <= 59.98
gini = 0.64

samples = 10
value = [0, 0, 4, 0, 4, 0, 2, 0, 0, 0]

X[521] <= 36.335
gini = 0.105

samples = 36
value = [0, 0, 0, 0, 34, 0, 2, 0, 0, 0]

X[687] <= -83.486
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 2, 0, 0, 0, 0, 0]

X[412] <= 108.229
gini = 0.206

samples = 79
value = [0, 0, 70, 0, 7, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[134] <= -37.566
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[100] <= 86.009
gini = 0.245
samples = 7

value = [0, 0, 1, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

X[580] <= -43.189
gini = 0.629

samples = 57
value = [0, 0, 23, 0, 25, 0, 7, 0, 2, 0]

X[317] <= 144.031
gini = 0.4

samples = 437
value = [0, 0, 48, 0, 330, 0, 58, 0, 1, 0]

X[548] <= -126.103
gini = 0.155

samples = 498
value = [1, 0, 18, 0, 457, 0, 22, 0, 0, 0]

X[262] <= 89.27
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

X[350] <= 25.317
gini = 0.334

samples = 46
value = [0, 0, 5, 0, 37, 0, 4, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[500] <= -40.258
gini = 0.208

samples = 17
value = [0, 0, 15, 0, 0, 0, 2, 0, 0, 0]

X[183] <= 119.898
gini = 0.612

samples = 41
value = [0, 0, 16, 0, 19, 0, 6, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[555] <= 22.777
gini = 0.793

samples = 13
value = [1, 0, 0, 4, 2, 1, 3, 0, 0, 2]

X[711] <= -84.127
gini = 0.179

samples = 31
value = [0, 0, 1, 0, 28, 0, 2, 0, 0, 0]

X[746] <= -0.665
gini = 0.494
samples = 9

value = [0, 0, 0, 6, 2, 0, 1, 0, 0, 0]

X[270] <= -76.219
gini = 0.54

samples = 10
value = [0, 0, 0, 1, 6, 0, 3, 0, 0, 0]

X[342] <= 117.786
gini = 0.285

samples = 42
value = [0, 0, 1, 35, 6, 0, 0, 0, 0, 0]

X[723] <= 90.825
gini = 0.245

samples = 14
value = [0, 0, 0, 2, 0, 0, 12, 0, 0, 0]

X[103] <= 50.763
gini = 0.744

samples = 41
value = [4, 0, 8, 1, 15, 0, 11, 0, 2, 0]

X[40] <= 119.918
gini = 0.537

samples = 46
value = [1, 0, 29, 0, 11, 0, 4, 0, 1, 0]

X[39] <= -90.657
gini = 0.272

samples = 13
value = [0, 0, 1, 0, 11, 0, 0, 0, 1, 0]

X[264] <= -14.017
gini = 0.459

samples = 48
value = [0, 0, 8, 1, 34, 0, 5, 0, 0, 0]

X[776] <= -15.576
gini = 0.434

samples = 22
value = [1, 0, 0, 1, 4, 0, 16, 0, 0, 0]

X[316] <= 113.332
gini = 0.694
samples = 7

value = [0, 0, 0, 1, 1, 0, 3, 0, 2, 0]

X[683] <= 128.057
gini = 0.241

samples = 227
value = [0, 0, 8, 13, 197, 0, 9, 0, 0, 0]

X[64] <= 26.851
gini = 0.667
samples = 6

value = [2, 0, 0, 2, 0, 0, 2, 0, 0, 0]

X[129] <= 129.983
gini = 0.32

samples = 16
value = [1, 0, 2, 0, 13, 0, 0, 0, 0, 0]

X[576] <= -74.716
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[775] <= 59.291
gini = 0.051

samples = 38
value = [0, 0, 0, 0, 1, 0, 37, 0, 0, 0]

X[513] <= -30.11
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

X[43] <= 92.305
gini = 0.498

samples = 15
value = [0, 0, 8, 0, 7, 0, 0, 0, 0, 0]

X[737] <= 92.532
gini = 0.604

samples = 29
value = [0, 0, 2, 2, 10, 0, 15, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[243] <= 114.306
gini = 0.231

samples = 31
value = [0, 0, 1, 0, 27, 0, 3, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 0, 0, 16, 0, 0, 0]

X[517] <= 32.992
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 2, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[599] <= -102.345
gini = 0.75

samples = 4
value = [1, 0, 0, 1, 0, 0, 1, 0, 1, 0]

X[453] <= 157.372
gini = 0.18

samples = 10
value = [0, 0, 9, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[518] <= 99.893
gini = 0.312

samples = 199
value = [0, 0, 14, 0, 22, 0, 163, 0, 0, 0]

X[638] <= 35.84
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 5, 0, 1, 0, 0, 0]

X[43] <= 94.805
gini = 0.732

samples = 39
value = [4, 0, 9, 0, 15, 0, 9, 0, 2, 0]

X[451] <= 30.804
gini = 0.328

samples = 16
value = [0, 0, 1, 1, 1, 0, 13, 0, 0, 0]

X[718] <= 63.762
gini = 0.741
samples = 9

value = [1, 0, 0, 3, 1, 0, 3, 0, 1, 0]

X[69] <= 138.528
gini = 0.133

samples = 14
value = [0, 0, 0, 0, 13, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 14, 0, 0, 0]

X[435] <= -140.55
gini = 0.042

samples = 1176
value = [0, 0, 3, 0, 22, 0, 1151, 0, 0, 0]

X[288] <= 135.527
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 4, 0, 1, 0, 0, 0]

X[716] <= 90.38
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[315] <= 139.083
gini = 0.296

samples = 60
value = [0, 0, 4, 3, 3, 0, 50, 0, 0, 0]

X[508] <= -3.598
gini = 0.611
samples = 6

value = [0, 0, 3, 0, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[633] <= 0.311
gini = 0.625
samples = 4

value = [0, 0, 1, 0, 0, 0, 1, 0, 2, 0]

X[601] <= -106.91
gini = 0.278
samples = 6

value = [0, 1, 0, 5, 0, 0, 0, 0, 0, 0]

X[621] <= -30.755
gini = 0.5

samples = 6
value = [1, 0, 0, 0, 4, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[764] <= 88.468
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

X[582] <= 0.99
gini = 0.571
samples = 7

value = [0, 0, 4, 1, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[582] <= -70.51
gini = 0.283

samples = 31
value = [2, 0, 0, 0, 26, 0, 3, 0, 0, 0]

X[73] <= 61.54
gini = 0.7

samples = 10
value = [0, 0, 2, 0, 3, 0, 4, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 4, 0]

X[160] <= 61.38
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[523] <= 114.935
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[93] <= -31.727
gini = 0.163

samples = 23
value = [0, 0, 1, 0, 0, 0, 21, 0, 0, 1]

X[580] <= -14.689
gini = 0.449
samples = 7

value = [0, 0, 0, 1, 5, 0, 1, 0, 0, 0]

X[762] <= 111.985
gini = 0.599

samples = 18
value = [0, 0, 2, 0, 5, 0, 10, 0, 1, 0]

X[343] <= 117.506
gini = 0.516

samples = 43
value = [1, 0, 10, 0, 28, 0, 3, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[255] <= 144.194
gini = 0.067

samples = 58
value = [0, 0, 0, 0, 56, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[154] <= 104.139
gini = 0.265

samples = 184
value = [2, 0, 3, 0, 23, 0, 156, 0, 0, 0]

X[370] <= 106.622
gini = 0.375
samples = 4

value = [0, 0, 0, 1, 3, 0, 0, 0, 0, 0]

X[768] <= 94.382
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[301] <= 114.175
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

X[623] <= -44.4
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[359] <= 161.437
gini = 0.17

samples = 32
value = [0, 0, 3, 0, 29, 0, 0, 0, 0, 0]

X[470] <= 102.251
gini = 0.372

samples = 72
value = [1, 0, 6, 0, 9, 0, 56, 0, 0, 0]

X[145] <= 157.525
gini = 0.219
samples = 8

value = [0, 0, 1, 0, 7, 0, 0, 0, 0, 0]

X[116] <= -11.031
gini = 0.688

samples = 25
value = [1, 0, 5, 0, 4, 0, 12, 0, 3, 0]

X[343] <= 155.506
gini = 0.438

samples = 38
value = [1, 0, 1, 0, 27, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[150] <= 13.015
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[385] <= -97.703
gini = 0.142

samples = 13
value = [0, 0, 0, 12, 0, 0, 0, 0, 1, 0]

X[210] <= 108.042
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

X[426] <= -51.9
gini = 0.298

samples = 11
value = [0, 0, 0, 2, 9, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[299] <= -23.577
gini = 0.206

samples = 44
value = [0, 0, 0, 4, 39, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[578] <= 3.217
gini = 0.03

samples = 65
value = [0, 0, 0, 0, 64, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[480] <= 127.607
gini = 0.375
samples = 4

value = [0, 0, 1, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[121] <= 58.055
gini = 0.444
samples = 3

value = [2, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 10, 0, 0, 0, 0, 0]

X[497] <= -67.933
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[382] <= -96.549
gini = 0.444
samples = 3

value = [1, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[135] <= -21.533
gini = 0.037

samples = 161
value = [0, 0, 0, 158, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[762] <= -18.515
gini = 0.172

samples = 21
value = [0, 0, 2, 0, 19, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 0, 20, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[682] <= -61.745
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 0, 0, 16, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[40] <= 72.918
gini = 0.678

samples = 11
value = [0, 0, 0, 1, 5, 0, 3, 0, 2, 0]

X[540] <= 51.349
gini = 0.439

samples = 41
value = [1, 0, 10, 1, 29, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[40] <= 75.418
gini = 0.306

samples = 69
value = [0, 0, 56, 0, 13, 0, 0, 0, 0, 0]

X[659] <= 17.407
gini = 0.5

samples = 6
value = [0, 0, 1, 0, 4, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[601] <= -77.41
gini = 0.266

samples = 19
value = [0, 0, 16, 0, 3, 0, 0, 0, 0, 0]

X[717] <= -7.853
gini = 0.617
samples = 9

value = [0, 0, 2, 5, 1, 0, 1, 0, 0, 0]

X[356] <= 88.445
gini = 0.24

samples = 15
value = [0, 0, 1, 1, 0, 0, 13, 0, 0, 0]

X[354] <= -80.963
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 1, 0, 3, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 12, 0, 0, 0, 0, 0]

X[621] <= -47.255
gini = 0.344

samples = 30
value = [2, 0, 24, 0, 3, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[326] <= -38.951
gini = 0.56

samples = 5
value = [0, 0, 0, 1, 3, 0, 0, 0, 1, 0]

X[19] <= 20.591
gini = 0.375
samples = 4

value = [0, 0, 0, 1, 3, 0, 0, 0, 0, 0]

X[439] <= -34.312
gini = 0.463

samples = 11
value = [0, 0, 7, 0, 0, 0, 4, 0, 0, 0]

X[462] <= 74.744
gini = 0.262

samples = 115
value = [0, 0, 12, 2, 98, 0, 2, 0, 1, 0]

X[747] <= 109.172
gini = 0.584

samples = 43
value = [0, 0, 7, 0, 24, 0, 12, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

X[638] <= 46.34
gini = 0.531
samples = 8

value = [0, 0, 1, 0, 5, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[482] <= -84.057
gini = 0.12

samples = 252
value = [1, 0, 236, 0, 13, 0, 2, 0, 0, 0]

X[130] <= -16.144
gini = 0.408
samples = 7

value = [0, 0, 2, 0, 5, 0, 0, 0, 0, 0]

X[607] <= -27.454
gini = 0.536

samples = 48
value = [0, 0, 21, 0, 25, 0, 1, 0, 0, 1]

X[130] <= 49.356
gini = 0.241

samples = 101
value = [0, 0, 87, 0, 13, 0, 1, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 11, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[650] <= -26.093
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[520] <= -65.786
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[126] <= 133.949
gini = 0.076

samples = 51
value = [0, 0, 49, 0, 1, 0, 1, 0, 0, 0]

X[659] <= 120.407
gini = 0.185

samples = 80
value = [1, 0, 5, 0, 72, 0, 2, 0, 0, 0]

X[372] <= 104.627
gini = 0.656

samples = 16
value = [1, 0, 7, 0, 6, 0, 1, 0, 1, 0]

X[486] <= -90.439
gini = 0.198
samples = 9

value = [0, 0, 0, 1, 0, 0, 8, 0, 0, 0]

X[11] <= -28.919
gini = 0.568

samples = 18
value = [0, 0, 6, 0, 10, 0, 2, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 12, 0, 0, 0, 0, 0, 0, 0]

X[274] <= 50.971
gini = 0.375
samples = 4

value = [0, 0, 1, 0, 3, 0, 0, 0, 0, 0]

X[66] <= 3.115
gini = 0.593

samples = 31
value = [0, 1, 4, 1, 18, 0, 7, 0, 0, 0]

X[10] <= -1.456
gini = 0.702

samples = 15
value = [5, 2, 1, 6, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 10, 0, 0, 0, 0, 0, 0, 0]

X[722] <= 195.551
gini = 0.311

samples = 28
value = [1, 0, 3, 0, 1, 0, 23, 0, 0, 0]

X[414] <= 126.469
gini = 0.571
samples = 7

value = [1, 0, 4, 0, 2, 0, 0, 0, 0, 0]

X[370] <= -22.878
gini = 0.667
samples = 6

value = [0, 0, 0, 2, 2, 0, 2, 0, 0, 0]

X[452] <= 139.856
gini = 0.377

samples = 18
value = [0, 0, 14, 0, 2, 0, 1, 0, 1, 0]

X[266] <= -59.681
gini = 0.376

samples = 99
value = [0, 0, 12, 2, 77, 0, 5, 0, 3, 0]

X[770] <= -12.656
gini = 0.32

samples = 5
value = [0, 0, 4, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 14, 0, 0, 0, 0, 0, 0, 0]

X[35] <= -4.036
gini = 0.43

samples = 11
value = [0, 0, 2, 0, 1, 0, 8, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[362] <= 63.86
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

X[76] <= 16.125
gini = 0.17

samples = 142
value = [0, 0, 129, 0, 5, 0, 8, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[124] <= 96.495
gini = 0.364

samples = 338
value = [0, 0, 62, 1, 262, 1, 11, 0, 1, 0]

X[17] <= -32.153
gini = 0.524

samples = 199
value = [0, 0, 100, 1, 94, 0, 4, 0, 0, 0]

X[551] <= 18.058
gini = 0.228

samples = 1196
value = [4, 1, 102, 7, 1045, 0, 33, 0, 4, 0]

X[515] <= 74.888
gini = 0.545

samples = 54
value = [1, 0, 22, 0, 29, 0, 1, 0, 1, 0]

X[76] <= 5.625
gini = 0.576

samples = 82
value = [0, 0, 32, 0, 42, 0, 8, 0, 0, 0]

X[649] <= 16.215
gini = 0.272

samples = 482
value = [0, 0, 38, 0, 408, 0, 36, 0, 0, 0]

X[512] <= -0.103
gini = 0.538

samples = 388
value = [3, 0, 30, 0, 122, 0, 232, 0, 1, 0]

X[236] <= 53.334
gini = 0.522

samples = 97
value = [2, 0, 18, 5, 64, 0, 7, 0, 1, 0]

X[595] <= -24.944
gini = 0.382

samples = 34
value = [0, 0, 6, 1, 26, 0, 1, 0, 0, 0]

X[679] <= -43.332
gini = 0.444
samples = 9

value = [0, 0, 3, 6, 0, 0, 0, 0, 0, 0]

X[708] <= -62.825
gini = 0.371

samples = 172
value = [0, 0, 131, 1, 38, 0, 2, 0, 0, 0]

X[42] <= 98.418
gini = 0.513

samples = 58
value = [0, 0, 26, 1, 31, 0, 0, 0, 0, 0]

X[76] <= 73.125
gini = 0.564

samples = 45
value = [1, 0, 14, 1, 26, 0, 3, 0, 0, 0]

X[566] <= 50.092
gini = 0.442

samples = 22
value = [1, 0, 16, 0, 3, 0, 2, 0, 0, 0]

X[161] <= 1.75
gini = 0.426

samples = 13
value = [0, 0, 9, 0, 4, 0, 0, 0, 0, 0]

X[314] <= 182.001
gini = 0.191

samples = 115
value = [0, 0, 9, 1, 103, 0, 1, 0, 1, 0]

X[101] <= 110.788
gini = 0.142

samples = 13
value = [0, 0, 12, 0, 1, 0, 0, 0, 0, 0]

X[105] <= 140.211
gini = 0.778

samples = 12
value = [4, 0, 2, 1, 1, 0, 3, 0, 1, 0]

X[408] <= -98.654
gini = 0.406
samples = 8

value = [0, 0, 1, 0, 1, 0, 6, 0, 0, 0]

X[400] <= 66.806
gini = 0.736

samples = 12
value = [4, 0, 1, 2, 4, 0, 0, 0, 0, 1]

X[709] <= -62.494
gini = 0.142

samples = 13
value = [1, 0, 0, 12, 0, 0, 0, 0, 0, 0]

X[65] <= 47.633
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[261] <= 83.464
gini = 0.545

samples = 11
value = [1, 0, 1, 7, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[9] <= 150.065
gini = 0.079

samples = 98
value = [0, 0, 1, 94, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[289] <= -18.453
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[235] <= 133.131
gini = 0.117

samples = 16
value = [1, 0, 0, 0, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[261] <= 102.964
gini = 0.667
samples = 3

value = [0, 1, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 14, 0, 0, 0]

X[131] <= 34.945
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[465] <= -78.676
gini = 0.095

samples = 20
value = [19, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[650] <= 170.907
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[714] <= 153.767
gini = 0.064

samples = 91
value = [88, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[439] <= -19.312
gini = 0.165

samples = 11
value = [10, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[711] <= 59.373
gini = 0.64

samples = 5
value = [2, 0, 2, 0, 0, 0, 1, 0, 0, 0]

X[33] <= 218.416
gini = 0.061

samples = 32
value = [31, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[333] <= 0.716
gini = 0.194

samples = 19
value = [1, 0, 1, 0, 0, 0, 17, 0, 0, 0]

X[602] <= -21.715
gini = 0.72

samples = 5
value = [1, 0, 1, 2, 0, 0, 0, 0, 1, 0]

X[74] <= 2.339
gini = 0.658

samples = 63
value = [29, 0, 17, 1, 1, 0, 15, 0, 0, 0]

X[718] <= 16.262
gini = 0.515

samples = 20
value = [1, 0, 7, 0, 0, 0, 12, 0, 0, 0]

X[98] <= 98.895
gini = 0.432

samples = 19
value = [0, 0, 2, 1, 2, 0, 14, 0, 0, 0]

X[98] <= 15.895
gini = 0.7

samples = 47
value = [20, 1, 5, 1, 1, 0, 15, 0, 3, 1]

X[8] <= 9.801
gini = 0.72

samples = 19
value = [8, 0, 2, 2, 0, 0, 5, 0, 2, 0]

X[187] <= -77.618
gini = 0.408

samples = 196
value = [16, 0, 23, 6, 2, 0, 148, 0, 1, 0]

X[770] <= -12.156
gini = 0.68

samples = 42
value = [2, 5, 13, 1, 2, 0, 19, 0, 0, 0]

X[651] <= -36.592
gini = 0.513

samples = 27
value = [0, 0, 17, 8, 1, 0, 1, 0, 0, 0]

X[552] <= 81.491
gini = 0.691

samples = 54
value = [3, 2, 1, 8, 25, 0, 14, 0, 1, 0]

X[289] <= 54.047
gini = 0.709

samples = 35
value = [1, 1, 8, 13, 1, 0, 11, 0, 0, 0]

X[688] <= -16.632
gini = 0.56

samples = 238
value = [11, 1, 147, 9, 13, 0, 54, 0, 3, 0]

X[192] <= 98.741
gini = 0.613

samples = 42
value = [5, 0, 8, 0, 4, 0, 24, 0, 1, 0]

X[695] <= -50.094
gini = 0.56

samples = 27
value = [7, 0, 16, 0, 0, 0, 4, 0, 0, 0]

X[16] <= 20.973
gini = 0.575

samples = 82
value = [5, 2, 13, 0, 6, 0, 51, 0, 5, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 68

value = [0, 0, 68, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[72] <= -63.054
gini = 0.625
samples = 4

value = [1, 0, 0, 2, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 10, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[452] <= -30.644
gini = 0.467

samples = 114
value = [9, 2, 81, 4, 2, 0, 16, 0, 0, 0]

X[11] <= 45.581
gini = 0.685

samples = 17
value = [8, 1, 4, 0, 0, 0, 3, 0, 1, 0]

X[629] <= 62.22
gini = 0.5

samples = 4
value = [2, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[212] <= -89.265
gini = 0.408
samples = 7

value = [0, 0, 2, 0, 0, 0, 5, 0, 0, 0]

X[404] <= -47.402
gini = 0.617
samples = 9

value = [5, 0, 0, 1, 1, 0, 0, 0, 2, 0]

X[248] <= 134.684
gini = 0.242

samples = 68
value = [3, 0, 3, 0, 2, 0, 59, 0, 1, 0]

X[481] <= 125.431
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 0, 0, 1, 0]

X[117] <= -24.96
gini = 0.625
samples = 4

value = [0, 0, 2, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[332] <= -42.991
gini = 0.24

samples = 15
value = [1, 1, 13, 0, 0, 0, 0, 0, 0, 0]

X[97] <= 119.357
gini = 0.778

samples = 12
value = [1, 0, 3, 1, 2, 0, 4, 0, 1, 0]

X[384] <= -28.48
gini = 0.493

samples = 19
value = [0, 0, 2, 0, 3, 1, 13, 0, 0, 0]

X[580] <= 32.311
gini = 0.408
samples = 7

value = [5, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 45

value = [0, 0, 45, 0, 0, 0, 0, 0, 0, 0]

X[229] <= 144.007
gini = 0.5

samples = 6
value = [0, 0, 3, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[270] <= 49.281
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

X[747] <= 2.672
gini = 0.625
samples = 4

value = [0, 0, 2, 0, 0, 0, 1, 0, 1, 0]

X[8] <= -1.199
gini = 0.083

samples = 46
value = [0, 0, 0, 0, 44, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[779] <= -3.417
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[731] <= 75.753
gini = 0.231

samples = 409
value = [0, 0, 356, 1, 6, 0, 44, 0, 2, 0]

X[497] <= -18.933
gini = 0.593
samples = 9

value = [0, 2, 2, 0, 0, 0, 5, 0, 0, 0]

X[413] <= -56.053
gini = 0.595

samples = 20
value = [2, 0, 3, 0, 2, 0, 12, 0, 1, 0]

X[550] <= -59.12
gini = 0.245
samples = 7

value = [0, 0, 6, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 24, 0, 0, 0, 0, 0, 0, 0]

X[403] <= -58.085
gini = 0.375
samples = 4

value = [0, 0, 1, 0, 0, 0, 3, 0, 0, 0]

X[35] <= 16.964
gini = 0.428

samples = 49
value = [0, 0, 12, 0, 2, 0, 35, 0, 0, 0]

X[15] <= -26.906
gini = 0.198
samples = 9

value = [0, 0, 8, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[694] <= 69.091
gini = 0.667
samples = 3

value = [0, 0, 0, 0, 1, 0, 1, 0, 1, 0]

X[293] <= 85.181
gini = 0.618

samples = 39
value = [1, 0, 20, 0, 6, 0, 12, 0, 0, 0]

X[6] <= 16.678
gini = 0.191

samples = 39
value = [0, 1, 35, 1, 0, 0, 2, 0, 0, 0]

X[539] <= 126.467
gini = 0.1

samples = 1540
value = [8, 0, 1460, 2, 28, 0, 42, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[591] <= 198.593
gini = 0.072

samples = 107
value = [0, 0, 103, 0, 0, 0, 4, 0, 0, 0]

X[721] <= -49.817
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[651] <= -9.592
gini = 0.519

samples = 50
value = [0, 0, 25, 0, 1, 0, 24, 0, 0, 0]

X[201] <= 203.223
gini = 0.086

samples = 45
value = [1, 0, 43, 0, 1, 0, 0, 0, 0, 0]

X[736] <= -55.111
gini = 0.595

samples = 11
value = [0, 0, 3, 0, 2, 0, 6, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 9, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[96] <= 145.57
gini = 0.158

samples = 82
value = [0, 0, 75, 0, 1, 0, 6, 0, 0, 0]

X[495] <= -20.526
gini = 0.524

samples = 34
value = [0, 0, 7, 1, 4, 0, 22, 0, 0, 0]

X[720] <= 75.785
gini = 0.444

samples = 91
value = [0, 0, 64, 0, 5, 0, 22, 0, 0, 0]

X[276] <= 143.428
gini = 0.339

samples = 25
value = [3, 0, 0, 2, 0, 0, 20, 0, 0, 0]

X[38] <= 8.799
gini = 0.62

samples = 20
value = [11, 0, 1, 1, 0, 0, 5, 0, 2, 0]

X[95] <= 59.876
gini = 0.573

samples = 63
value = [1, 0, 34, 1, 2, 0, 23, 0, 2, 0]

X[514] <= 62.39
gini = 0.6

samples = 10
value = [6, 0, 1, 1, 1, 0, 1, 0, 0, 0]

X[89] <= -17.057
gini = 0.46

samples = 10
value = [0, 0, 1, 0, 2, 0, 7, 0, 0, 0]

X[11] <= 15.081
gini = 0.496

samples = 11
value = [0, 0, 5, 0, 6, 0, 0, 0, 0, 0]

X[219] <= 158.051
gini = 0.18

samples = 40
value = [0, 0, 4, 0, 36, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 13, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[411] <= 8.846
gini = 0.462

samples = 13
value = [1, 0, 0, 0, 9, 0, 3, 0, 0, 0]

X[45] <= 117.848
gini = 0.574

samples = 18
value = [0, 0, 10, 1, 1, 0, 6, 0, 0, 0]

X[379] <= -3.005
gini = 0.667
samples = 3

value = [0, 1, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[466] <= 41.026
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[34] <= 30.643
gini = 0.576

samples = 32
value = [1, 0, 18, 3, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[154] <= 86.639
gini = 0.693

samples = 31
value = [0, 1, 14, 3, 5, 0, 8, 0, 0, 0]

X[104] <= 47.407
gini = 0.194

samples = 48
value = [0, 1, 43, 0, 2, 0, 2, 0, 0, 0]

X[262] <= -76.23
gini = 0.106

samples = 144
value = [1, 0, 136, 0, 1, 0, 6, 0, 0, 0]

X[69] <= -106.472
gini = 0.374

samples = 568
value = [2, 1, 441, 3, 52, 0, 69, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[649] <= 162.215
gini = 0.498

samples = 15
value = [0, 0, 2, 0, 10, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

X[422] <= 74.95
gini = 0.338

samples = 15
value = [1, 0, 2, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[444] <= -48.111
gini = 0.375
samples = 4

value = [0, 0, 3, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[619] <= 218.694
gini = 0.037

samples = 53
value = [0, 0, 52, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 17

value = [0, 0, 17, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[676] <= 197.983
gini = 0.154

samples = 61
value = [0, 0, 3, 0, 2, 0, 56, 0, 0, 0]

X[633] <= 61.811
gini = 0.625
samples = 4

value = [1, 0, 0, 2, 0, 0, 1, 0, 0, 0]

X[668] <= 189.566
gini = 0.245
samples = 7

value = [0, 0, 1, 0, 6, 0, 0, 0, 0, 0]

X[660] <= 76.365
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[668] <= 99.066
gini = 0.536

samples = 42
value = [1, 0, 9, 1, 2, 0, 27, 0, 1, 1]

X[191] <= 110.892
gini = 0.569

samples = 12
value = [0, 0, 7, 0, 3, 0, 2, 0, 0, 0]

gini = 0.0
samples = 18

value = [18, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[612] <= 8.575
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 1]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[493] <= 11.255
gini = 0.719
samples = 8

value = [0, 0, 0, 0, 0, 2, 1, 0, 2, 3]

gini = 0.0
samples = 11

value = [0, 0, 11, 0, 0, 0, 0, 0, 0, 0]

X[1] <= 1.994
gini = 0.153

samples = 12
value = [0, 0, 1, 0, 0, 0, 11, 0, 0, 0]

X[608] <= 59.78
gini = 0.444
samples = 3

value = [0, 1, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[749] <= -14.576
gini = 0.1

samples = 19
value = [0, 0, 0, 0, 0, 0, 1, 0, 18, 0]

X[376] <= 77.571
gini = 0.002

samples = 1907
value = [0, 0, 0, 0, 0, 1905, 0, 1, 0, 1]

X[376] <= -142.429
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[525] <= 143.691
gini = 0.012

samples = 167
value = [0, 0, 0, 0, 0, 166, 0, 1, 0, 0]

X[390] <= 12.699
gini = 0.36

samples = 34
value = [0, 0, 0, 0, 0, 26, 0, 8, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

X[534] <= 192.07
gini = 0.016

samples = 845
value = [0, 0, 0, 0, 0, 838, 0, 6, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 10, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[14] <= -45.523
gini = 0.75

samples = 4
value = [0, 0, 1, 1, 1, 0, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 8, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 127

value = [0, 0, 0, 0, 0, 127, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[482] <= 157.943
gini = 0.026

samples = 149
value = [0, 0, 0, 0, 0, 2, 0, 147, 0, 0]

X[539] <= 93.967
gini = 0.594
samples = 8

value = [0, 0, 0, 0, 0, 1, 0, 4, 0, 3]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[630] <= -10.518
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 2]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 0, 14, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[338] <= -3.695
gini = 0.099

samples = 155
value = [0, 0, 0, 0, 0, 2, 0, 147, 1, 5]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[347] <= -130.743
gini = 0.054

samples = 72
value = [0, 0, 0, 0, 0, 2, 0, 70, 0, 0]

gini = 0.0
samples = 26

value = [0, 0, 0, 0, 0, 26, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 15, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 0]

X[273] <= -101.157
gini = 0.093

samples = 62
value = [0, 0, 0, 0, 0, 1, 0, 59, 0, 2]

X[317] <= -100.969
gini = 0.611
samples = 6

value = [0, 0, 0, 0, 0, 3, 0, 1, 0, 2]

X[481] <= -13.569
gini = 0.494
samples = 9

value = [0, 0, 0, 0, 0, 5, 0, 4, 0, 0]

X[380] <= -155.918
gini = 0.039

samples = 3691
value = [0, 0, 0, 0, 0, 59, 0, 3618, 3, 11]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 0]

X[530] <= 118.186
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 6, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[333] <= 188.716
gini = 0.043

samples = 138
value = [0, 0, 0, 0, 0, 135, 0, 3, 0, 0]

X[453] <= 0.872
gini = 0.519

samples = 17
value = [0, 0, 0, 0, 0, 11, 0, 4, 1, 1]

X[564] <= -63.122
gini = 0.538

samples = 50
value = [0, 0, 0, 0, 0, 4, 0, 32, 4, 10]

X[557] <= 145.918
gini = 0.15

samples = 530
value = [0, 0, 0, 0, 0, 4, 0, 487, 0, 39]

X[455] <= -24.376
gini = 0.667
samples = 6

value = [0, 0, 0, 0, 0, 1, 0, 1, 3, 1]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 13]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[522] <= -8.583
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 3, 0, 1, 0, 0]

X[561] <= -20.948
gini = 0.188

samples = 106
value = [0, 0, 0, 0, 0, 1, 0, 95, 0, 10]

X[369] <= -51.655
gini = 0.381

samples = 97
value = [0, 0, 0, 0, 0, 5, 0, 18, 0, 74]

X[239] <= -102.153
gini = 0.476

samples = 77
value = [0, 0, 0, 0, 0, 0, 0, 47, 0, 30]

X[439] <= -70.812
gini = 0.298

samples = 11
value = [0, 0, 0, 0, 0, 9, 0, 2, 0, 0]

X[353] <= 66.601
gini = 0.358

samples = 47
value = [0, 0, 0, 0, 0, 5, 0, 37, 0, 5]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[518] <= -10.607
gini = 0.406
samples = 8

value = [0, 0, 0, 0, 0, 6, 0, 1, 0, 1]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 0, 10, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

X[345] <= -96.264
gini = 0.153

samples = 24
value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 22]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[277] <= 197.63
gini = 0.271

samples = 114
value = [0, 0, 0, 0, 0, 2, 0, 96, 0, 16]

X[478] <= -4.303
gini = 0.739

samples = 25
value = [0, 0, 0, 0, 0, 6, 1, 9, 3, 6]

X[331] <= 25.734
gini = 0.5

samples = 18
value = [0, 0, 0, 0, 0, 3, 0, 12, 0, 3]

X[577] <= 86.626
gini = 0.426

samples = 28
value = [0, 0, 0, 0, 0, 1, 0, 7, 0, 20]

X[379] <= 43.495
gini = 0.003

samples = 768
value = [0, 0, 0, 0, 0, 767, 0, 0, 0, 1]

X[496] <= -15.585
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 9, 0, 0, 0, 0]

X[398] <= -82.439
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 6]

X[386] <= 131.648
gini = 0.062

samples = 157
value = [0, 0, 0, 0, 0, 152, 0, 1, 0, 4]

X[617] <= 11.304
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 2, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 0]

X[471] <= 90.985
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 1]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 8, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 43

value = [0, 0, 0, 0, 0, 0, 0, 43, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[278] <= 211.133
gini = 0.018

samples = 109
value = [0, 0, 0, 0, 0, 0, 0, 108, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 6]

X[671] <= 2.526
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 0]

X[334] <= 198.309
gini = 0.07

samples = 332
value = [0, 0, 0, 0, 0, 0, 0, 12, 0, 320]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 8, 0, 0]

X[553] <= -52.351
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 1]

X[272] <= 104.085
gini = 0.375
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 2]

X[523] <= -1.565
gini = 0.072

samples = 134
value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 129]

X[412] <= 68.729
gini = 0.573

samples = 25
value = [1, 0, 0, 0, 0, 1, 0, 12, 0, 11]

X[378] <= -50.515
gini = 0.056

samples = 35
value = [0, 0, 0, 0, 0, 0, 0, 34, 0, 1]

X[577] <= -25.874
gini = 0.133

samples = 14
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 13]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[482] <= -8.557
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 0]

X[215] <= 118.348
gini = 0.036

samples = 54
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 53]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

X[164] <= -18.523
gini = 0.21

samples = 84
value = [0, 0, 0, 0, 0, 0, 0, 74, 0, 10]

X[557] <= 107.418
gini = 0.384

samples = 27
value = [0, 0, 0, 0, 0, 0, 0, 7, 0, 20]

X[418] <= 77.98
gini = 0.364

samples = 18
value = [0, 0, 0, 0, 0, 0, 0, 14, 1, 3]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

X[663] <= 51.146
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

X[333] <= 90.716
gini = 0.54

samples = 20
value = [0, 0, 0, 0, 0, 6, 0, 2, 0, 12]

X[335] <= 228.464
gini = 0.036

samples = 4267
value = [0, 0, 0, 0, 0, 7, 0, 72, 0, 4188]

X[603] <= -122.634
gini = 0.424

samples = 30
value = [0, 0, 0, 0, 0, 3, 0, 22, 0, 5]

X[439] <= 24.188
gini = 0.667
samples = 6

value = [2, 0, 0, 0, 0, 2, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 6]

gini = 0.0
samples = 17

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 17]

X[475] <= 66.691
gini = 0.461

samples = 25
value = [0, 0, 0, 0, 0, 0, 0, 16, 0, 9]

X[485] <= 106.159
gini = 0.02

samples = 99
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 98]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[396] <= 29.304
gini = 0.625
samples = 4

value = [0, 0, 0, 0, 0, 2, 0, 0, 1, 1]

X[194] <= 86.816
gini = 0.269

samples = 26
value = [0, 0, 0, 0, 0, 1, 0, 22, 0, 3]

X[598] <= -130.9
gini = 0.007

samples = 1359
value = [0, 0, 0, 1, 1, 2, 0, 0, 1354, 1]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[487] <= 33.111
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 3, 0, 1, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 7, 0]

X[491] <= -136.647
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 14, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[430] <= -22.188
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[203] <= -6.885
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 3, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[353] <= -152.399
gini = 0.001

samples = 4884
value = [0, 4882, 0, 2, 0, 0, 0, 0, 0, 0]

X[358] <= 100.598
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 33

value = [0, 0, 0, 33, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 14, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[520] <= -51.286
gini = 0.444
samples = 3

value = [0, 2, 0, 1, 0, 0, 0, 0, 0, 0]

X[569] <= 120.261
gini = 0.036

samples = 271
value = [1, 4, 0, 266, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 365

value = [0, 365, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[95] <= 113.376
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[431] <= -137.085
gini = 0.04

samples = 49
value = [1, 0, 0, 48, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[127] <= 80.317
gini = 0.688
samples = 8

value = [3, 3, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 23

value = [0, 23, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[73] <= -98.96
gini = 0.322

samples = 32
value = [1, 4, 0, 26, 0, 0, 0, 0, 1, 0]

X[13] <= -3.371
gini = 0.198
samples = 9

value = [0, 8, 1, 0, 0, 0, 0, 0, 0, 0]

X[254] <= 0.875
gini = 0.043

samples = 2444
value = [14, 26, 1, 2391, 1, 0, 10, 0, 1, 0]

X[268] <= 71.009
gini = 0.48

samples = 10
value = [0, 6, 0, 4, 0, 0, 0, 0, 0, 0]

X[96] <= -94.93
gini = 0.514

samples = 12
value = [1, 0, 0, 8, 0, 0, 2, 0, 1, 0]

X[456] <= 124.775
gini = 0.269

samples = 26
value = [22, 0, 0, 3, 0, 0, 1, 0, 0, 0]

X[260] <= -47.986
gini = 0.454

samples = 67
value = [15, 4, 0, 47, 0, 0, 1, 0, 0, 0]

X[443] <= 86.191
gini = 0.094

samples = 165
value = [1, 1, 0, 157, 4, 0, 2, 0, 0, 0]

X[631] <= -114.89
gini = 0.341

samples = 36
value = [3, 1, 1, 29, 1, 1, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 3, 0, 0, 0, 0, 0, 0, 0, 0]

X[717] <= 43.647
gini = 0.278
samples = 6

value = [5, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[38] <= 71.799
gini = 0.579

samples = 11
value = [0, 0, 0, 5, 5, 0, 0, 0, 1, 0]

X[656] <= -124.354
gini = 0.355

samples = 23
value = [18, 0, 0, 1, 0, 0, 4, 0, 0, 0]

X[373] <= -29.309
gini = 0.444
samples = 6

value = [0, 2, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[406] <= -39.16
gini = 0.56

samples = 5
value = [0, 0, 0, 1, 3, 0, 0, 0, 1, 0]

X[738] <= -70.449
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 1, 0, 6, 0, 0, 0]

X[297] <= 48.333
gini = 0.625
samples = 4

value = [1, 0, 1, 0, 0, 0, 0, 2, 0, 0]

X[184] <= 21.787
gini = 0.75

samples = 4
value = [1, 0, 0, 1, 1, 0, 1, 0, 0, 0]

X[572] <= -144.155
gini = 0.102

samples = 57
value = [0, 0, 1, 1, 54, 0, 1, 0, 0, 0]

X[234] <= -2.836
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[120] <= 4.203
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[630] <= -56.018
gini = 0.137

samples = 111
value = [0, 1, 0, 103, 4, 0, 1, 0, 2, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[236] <= 53.334
gini = 0.577

samples = 44
value = [2, 4, 0, 26, 11, 0, 0, 0, 1, 0]

X[234] <= -67.836
gini = 0.381

samples = 25
value = [0, 0, 0, 5, 19, 0, 1, 0, 0, 0]

X[348] <= 43.299
gini = 0.556

samples = 13
value = [7, 0, 0, 0, 1, 0, 5, 0, 0, 0]

X[322] <= -116.465
gini = 0.605

samples = 136
value = [11, 9, 3, 82, 8, 0, 16, 0, 7, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 46

value = [0, 0, 0, 46, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 11, 0, 0, 0, 0, 0, 0]

X[685] <= 134.905
gini = 0.395

samples = 361
value = [2, 0, 0, 80, 269, 0, 10, 0, 0, 0]

X[189] <= 100.156
gini = 0.755

samples = 20
value = [3, 0, 2, 4, 2, 0, 8, 0, 1, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 9, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[542] <= -49.731
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [9, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[16] <= 38.973
gini = 0.568
samples = 9

value = [0, 5, 0, 3, 0, 0, 1, 0, 0, 0]

X[492] <= -59.383
gini = 0.182

samples = 195
value = [10, 5, 1, 176, 2, 0, 1, 0, 0, 0]

X[624] <= -80.049
gini = 0.758

samples = 37
value = [9, 12, 0, 9, 3, 0, 4, 0, 0, 0]

X[428] <= 101.742
gini = 0.397

samples = 47
value = [3, 1, 1, 36, 5, 0, 1, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 19, 0, 0, 0, 0, 0, 0]

X[713] <= 131.894
gini = 0.667
samples = 3

value = [1, 1, 0, 0, 0, 0, 1, 0, 0, 0]

X[770] <= 68.844
gini = 0.598

samples = 69
value = [41, 7, 1, 10, 1, 0, 9, 0, 0, 0]

X[764] <= -2.032
gini = 0.563

samples = 36
value = [5, 0, 0, 21, 0, 0, 10, 0, 0, 0]

X[771] <= 99.789
gini = 0.145

samples = 26
value = [0, 1, 1, 24, 0, 0, 0, 0, 0, 0]

X[207] <= 4.929
gini = 0.694
samples = 7

value = [3, 0, 0, 2, 1, 0, 1, 0, 0, 0]

X[64] <= 115.851
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[14] <= 178.477
gini = 0.03

samples = 468
value = [1, 0, 0, 461, 5, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[19] <= 39.591
gini = 0.5

samples = 4
value = [0, 2, 0, 0, 2, 0, 0, 0, 0, 0]

X[568] <= 96.761
gini = 0.218

samples = 247
value = [4, 2, 3, 218, 11, 0, 8, 0, 1, 0]

X[426] <= -85.9
gini = 0.444
samples = 9

value = [6, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[433] <= 50.115
gini = 0.48

samples = 5
value = [0, 0, 2, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[38] <= 171.799
gini = 0.12

samples = 47
value = [0, 0, 0, 44, 3, 0, 0, 0, 0, 0]

X[47] <= 113.866
gini = 0.351

samples = 34
value = [0, 2, 0, 4, 27, 0, 1, 0, 0, 0]

X[716] <= 48.88
gini = 0.608

samples = 85
value = [0, 1, 1, 43, 30, 0, 9, 0, 1, 0]

X[412] <= -84.771
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[244] <= -0.973
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 1]

X[626] <= 58.619
gini = 0.625
samples = 4

value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 2]

X[776] <= 34.924
gini = 0.444
samples = 9

value = [3, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[294] <= 5.263
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[770] <= 189.844
gini = 0.077

samples = 126
value = [3, 0, 0, 121, 0, 0, 2, 0, 0, 0]

X[735] <= 102.954
gini = 0.5

samples = 6
value = [3, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[631] <= 14.61
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[356] <= -6.555
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 1, 0, 0, 0, 0]

X[634] <= 60.277
gini = 0.714

samples = 28
value = [11, 2, 1, 4, 0, 0, 9, 0, 1, 0]

X[651] <= 155.908
gini = 0.196

samples = 28
value = [25, 0, 0, 2, 0, 0, 1, 0, 0, 0]

X[738] <= -4.949
gini = 0.756

samples = 30
value = [5, 5, 0, 12, 4, 0, 1, 0, 3, 0]

X[389] <= -24.487
gini = 0.615

samples = 19
value = [2, 0, 1, 0, 2, 3, 11, 0, 0, 0]

X[466] <= -13.474
gini = 0.522

samples = 21
value = [1, 0, 2, 3, 14, 0, 0, 0, 1, 0]

X[77] <= 13.224
gini = 0.593
samples = 9

value = [2, 2, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 15, 0, 0, 0, 0, 0, 0, 0]

X[300] <= 47.704
gini = 0.444
samples = 3

value = [0, 1, 0, 2, 0, 0, 0, 0, 0, 0]

X[763] <= 106.911
gini = 0.222

samples = 90
value = [1, 0, 3, 7, 79, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 4, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[523] <= 87.935
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[372] <= -100.873
gini = 0.621

samples = 192
value = [91, 3, 1, 25, 1, 0, 71, 0, 0, 0]

X[300] <= -97.296
gini = 0.612

samples = 33
value = [7, 0, 1, 18, 0, 0, 7, 0, 0, 0]

X[655] <= 58.957
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 8, 0, 0, 0, 0, 0, 0, 0, 0]

X[464] <= -48.376
gini = 0.32

samples = 5
value = [0, 0, 0, 1, 0, 0, 4, 0, 0, 0]

X[489] <= 96.579
gini = 0.222

samples = 181
value = [159, 2, 0, 7, 0, 0, 13, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[512] <= 117.397
gini = 0.444
samples = 3

value = [2, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[318] <= 41.363
gini = 0.61

samples = 118
value = [52, 0, 0, 15, 1, 0, 50, 0, 0, 0]

X[766] <= 182.266
gini = 0.399

samples = 53
value = [40, 0, 0, 8, 0, 0, 5, 0, 0, 0]

X[157] <= 24.034
gini = 0.541

samples = 54
value = [31, 0, 0, 4, 0, 0, 19, 0, 0, 0]

X[16] <= -16.527
gini = 0.202

samples = 46
value = [41, 1, 0, 1, 0, 0, 2, 0, 1, 0]

X[188] <= 45.078
gini = 0.658

samples = 171
value = [56, 5, 1, 20, 6, 0, 80, 0, 3, 0]

X[492] <= -18.883
gini = 0.18

samples = 10
value = [0, 9, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[132] <= 62.118
gini = 0.413

samples = 188
value = [33, 2, 5, 6, 2, 0, 140, 0, 0, 0]

X[32] <= -0.27
gini = 0.439

samples = 39
value = [28, 0, 2, 1, 0, 0, 8, 0, 0, 0]

X[386] <= -109.352
gini = 0.48

samples = 23
value = [7, 1, 0, 0, 0, 0, 15, 0, 0, 0]

X[578] <= -12.283
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 18, 0, 0, 0, 0, 0]

X[190] <= -68.95
gini = 0.688
samples = 8

value = [1, 0, 3, 1, 0, 0, 0, 0, 3, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[685] <= 96.905
gini = 0.67

samples = 34
value = [12, 0, 1, 2, 2, 0, 15, 0, 2, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 0, 0, 16, 0, 0, 0]

X[350] <= -25.183
gini = 0.49

samples = 14
value = [0, 8, 0, 0, 0, 0, 6, 0, 0, 0]

X[594] <= -56.1
gini = 0.573

samples = 72
value = [3, 0, 1, 44, 11, 0, 12, 0, 1, 0]

X[602] <= 83.285
gini = 0.117

samples = 49
value = [2, 0, 0, 1, 0, 0, 46, 0, 0, 0]

X[235] <= 6.131
gini = 0.49

samples = 7
value = [4, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 20

value = [20, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[102] <= 101.798
gini = 0.5

samples = 6
value = [3, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[271] <= -122.267
gini = 0.047

samples = 208
value = [5, 0, 0, 0, 0, 0, 203, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [9, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[343] <= 126.506
gini = 0.32

samples = 5
value = [1, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 40

value = [0, 0, 0, 0, 0, 0, 40, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[75] <= -53.239
gini = 0.355

samples = 13
value = [3, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [14, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[498] <= -104.529
gini = 0.48

samples = 5
value = [2, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[776] <= -7.076
gini = 0.07

samples = 192
value = [185, 0, 0, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[177] <= 51.68
gini = 0.18

samples = 10
value = [1, 0, 0, 0, 0, 0, 9, 0, 0, 0]

X[90] <= 11.183
gini = 0.494
samples = 9

value = [6, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 39

value = [39, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[664] <= 75.551
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[176] <= 68.766
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[545] <= 104.83
gini = 0.18

samples = 10
value = [0, 0, 0, 1, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[303] <= 38.754
gini = 0.108

samples = 35
value = [33, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[771] <= 53.289
gini = 0.68

samples = 16
value = [8, 0, 1, 3, 2, 0, 2, 0, 0, 0]

X[550] <= 37.38
gini = 0.495

samples = 35
value = [5, 0, 1, 4, 1, 0, 24, 0, 0, 0]

gini = 0.0
samples = 10

value = [10, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[648] <= -49.596
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 28

value = [28, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

X[263] <= -7.617
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[132] <= 102.118
gini = 0.215

samples = 17
value = [15, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[468] <= -114.135
gini = 0.054

samples = 36
value = [0, 0, 1, 0, 0, 0, 35, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[662] <= 127.93
gini = 0.391

samples = 15
value = [4, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[96] <= 105.57
gini = 0.077

samples = 25
value = [24, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[346] <= -1.068
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[430] <= -109.688
gini = 0.562

samples = 11
value = [6, 0, 0, 1, 0, 0, 4, 0, 0, 0]

X[106] <= -23.412
gini = 0.153

samples = 171
value = [157, 0, 0, 4, 0, 0, 10, 0, 0, 0]

X[747] <= 60.172
gini = 0.66

samples = 10
value = [3, 0, 0, 4, 0, 0, 3, 0, 0, 0]

X[258] <= 20.172
gini = 0.235

samples = 83
value = [72, 0, 1, 1, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[748] <= 56.826
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[244] <= -38.473
gini = 0.349

samples = 30
value = [2, 0, 1, 2, 1, 0, 24, 0, 0, 0]

X[570] <= 75.66
gini = 0.5

samples = 6
value = [4, 0, 1, 0, 0, 0, 1, 0, 0, 0]

X[182] <= 48.413
gini = 0.499

samples = 19
value = [6, 0, 1, 0, 0, 0, 12, 0, 0, 0]

X[263] <= -9.117
gini = 0.219

samples = 33
value = [29, 0, 0, 1, 0, 0, 3, 0, 0, 0]

X[439] <= -128.812
gini = 0.071

samples = 27
value = [1, 0, 0, 0, 0, 0, 26, 0, 0, 0]

X[547] <= 80.085
gini = 0.444
samples = 3

value = [2, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[682] <= -111.245
gini = 0.06

samples = 258
value = [250, 0, 0, 0, 0, 0, 7, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[39] <= 31.843
gini = 0.501

samples = 79
value = [45, 0, 0, 1, 0, 0, 33, 0, 0, 0]

X[706] <= -20.897
gini = 0.147

samples = 139
value = [128, 0, 1, 0, 0, 0, 10, 0, 0, 0]

X[430] <= -0.688
gini = 0.461

samples = 29
value = [20, 0, 0, 7, 0, 0, 2, 0, 0, 0]

X[609] <= 157.482
gini = 0.044

samples = 2279
value = [2228, 1, 1, 1, 0, 0, 48, 0, 0, 0]

X[455] <= 5.624
gini = 0.531

samples = 24
value = [13, 0, 0, 1, 0, 0, 10, 0, 0, 0]

X[8] <= 54.301
gini = 0.15

samples = 61
value = [56, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 38

value = [38, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[247] <= -1.025
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[324] <= 77.72
gini = 0.219
samples = 8

value = [7, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[465] <= 77.824
gini = 0.121

samples = 31
value = [2, 0, 0, 0, 0, 0, 29, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[163] <= 199.891
gini = 0.083

samples = 23
value = [22, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[213] <= -26.73
gini = 0.625
samples = 4

value = [0, 0, 0, 2, 1, 0, 1, 0, 0, 0]

X[637] <= 81.07
gini = 0.261

samples = 27
value = [23, 0, 0, 0, 1, 0, 3, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 0, 13, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[328] <= 25.048
gini = 0.048

samples = 164
value = [160, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[172] <= 64.554
gini = 0.302

samples = 227
value = [185, 0, 0, 0, 0, 0, 42, 0, 0, 0]

X[398] <= 93.561
gini = 0.245
samples = 7

value = [1, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[133] <= -59.961
gini = 0.077

samples = 25
value = [24, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[260] <= -65.486
gini = 0.059

samples = 33
value = [0, 0, 0, 1, 0, 0, 32, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[605] <= -92.444
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 14

value = [14, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[511] <= -53.378
gini = 0.314

samples = 22
value = [2, 0, 0, 0, 0, 0, 18, 0, 2, 0]

X[715] <= 146.781
gini = 0.32

samples = 5
value = [4, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[706] <= 180.603
gini = 0.039

samples = 100
value = [98, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[43] <= 5.805
gini = 0.66

samples = 10
value = [4, 0, 0, 3, 0, 0, 3, 0, 0, 0]

X[720] <= 169.285
gini = 0.234

samples = 23
value = [2, 0, 1, 0, 0, 0, 20, 0, 0, 0]

X[70] <= -54.205
gini = 0.133

samples = 14
value = [13, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[387] <= 143.607
gini = 0.32

samples = 5
value = [0, 0, 1, 0, 0, 0, 4, 0, 0, 0]

X[69] <= 5.528
gini = 0.288

samples = 126
value = [104, 0, 0, 0, 0, 0, 22, 0, 0, 0]

X[678] <= 88.243
gini = 0.604

samples = 31
value = [13, 0, 4, 0, 0, 0, 14, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[353] <= 40.101
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[536] <= -48.731
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[414] <= -99.531
gini = 0.009

samples = 220
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 219]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[460] <= -125.015
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 4, 0, 0, 1, 0]

X[161] <= 78.25
gini = 0.257

samples = 143
value = [2, 0, 1, 2, 3, 3, 4, 4, 123, 1]

X[190] <= -68.45
gini = 0.67

samples = 19
value = [3, 0, 2, 0, 5, 0, 9, 0, 0, 0]

X[236] <= 1.834
gini = 0.245
samples = 7

value = [0, 0, 1, 0, 0, 0, 0, 0, 6, 0]

X[308] <= 7.595
gini = 0.397

samples = 11
value = [0, 0, 0, 0, 0, 8, 0, 0, 3, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 6, 0]

X[92] <= 118.008
gini = 0.046

samples = 2899
value = [5, 0, 9, 1, 10, 16, 18, 4, 2831, 5]

X[70] <= -92.205
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[441] <= 85.045
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[658] <= -53.736
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[293] <= -39.819
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 22

value = [0, 0, 22, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[6] <= 42.678
gini = 0.142

samples = 13
value = [12, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[766] <= -35.734
gini = 0.7

samples = 10
value = [1, 0, 2, 0, 3, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[782] <= 32.681
gini = 0.071

samples = 27
value = [0, 0, 0, 0, 1, 0, 26, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[161] <= 12.75
gini = 0.461

samples = 16
value = [0, 0, 4, 0, 11, 0, 1, 0, 0, 0]

X[540] <= 128.849
gini = 0.039

samples = 50
value = [0, 0, 0, 0, 49, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[536] <= -42.231
gini = 0.694
samples = 7

value = [3, 0, 1, 1, 0, 0, 2, 0, 0, 0]

X[17] <= -14.653
gini = 0.142

samples = 26
value = [0, 0, 2, 0, 0, 0, 24, 0, 0, 0]

X[649] <= 53.715
gini = 0.743

samples = 24
value = [1, 0, 10, 2, 3, 0, 3, 0, 5, 0]

X[100] <= 133.009
gini = 0.165

samples = 11
value = [1, 0, 0, 0, 0, 0, 10, 0, 0, 0]

X[99] <= -79.676
gini = 0.632

samples = 59
value = [1, 0, 31, 0, 14, 1, 11, 0, 1, 0]

X[44] <= 84.416
gini = 0.337

samples = 14
value = [0, 0, 0, 0, 11, 0, 3, 0, 0, 0]

X[69] <= -18.972
gini = 0.494
samples = 9

value = [0, 0, 1, 0, 2, 0, 6, 0, 0, 0]

X[206] <= -81.734
gini = 0.283

samples = 56
value = [0, 0, 2, 0, 47, 0, 6, 0, 1, 0]

X[175] <= -25.91
gini = 0.219
samples = 8

value = [0, 0, 7, 0, 1, 0, 0, 0, 0, 0]

X[70] <= 112.795
gini = 0.414

samples = 31
value = [0, 0, 3, 0, 5, 0, 23, 0, 0, 0]

X[317] <= -79.469
gini = 0.32

samples = 5
value = [0, 0, 1, 0, 0, 0, 4, 0, 0, 0]

X[69] <= 48.028
gini = 0.302

samples = 46
value = [0, 0, 4, 0, 38, 0, 4, 0, 0, 0]

X[130] <= -85.144
gini = 0.258

samples = 82
value = [0, 0, 70, 1, 9, 0, 2, 0, 0, 0]

X[318] <= 98.863
gini = 0.611
samples = 6

value = [0, 0, 1, 0, 2, 0, 3, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 13, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 16, 0, 0, 0, 0, 0, 0, 0]

X[597] <= 74.064
gini = 0.48

samples = 5
value = [0, 0, 2, 0, 3, 0, 0, 0, 0, 0]

X[243] <= 29.806
gini = 0.346
samples = 9

value = [0, 0, 0, 0, 2, 0, 7, 0, 0, 0]

X[74] <= 7.84
gini = 0.497

samples = 13
value = [0, 0, 7, 0, 6, 0, 0, 0, 0, 0]

X[257] <= -57.143
gini = 0.446

samples = 494
value = [0, 0, 71, 0, 355, 0, 65, 0, 3, 0]

X[672] <= 23.076
gini = 0.164

samples = 501
value = [1, 0, 20, 0, 457, 0, 23, 0, 0, 0]

X[379] <= 87.495
gini = 0.417

samples = 50
value = [0, 0, 5, 0, 37, 0, 8, 0, 0, 0]

X[596] <= 37.635
gini = 0.588

samples = 58
value = [0, 0, 31, 0, 19, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[441] <= -14.455
gini = 0.828

samples = 16
value = [1, 0, 3, 4, 2, 1, 3, 0, 0, 2]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 5, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[64] <= -9.149
gini = 0.409

samples = 40
value = [0, 0, 1, 6, 30, 0, 3, 0, 0, 0]

X[663] <= -41.854
gini = 0.464

samples = 52
value = [0, 0, 1, 36, 12, 0, 3, 0, 0, 0]

X[378] <= -51.515
gini = 0.72

samples = 55
value = [4, 0, 8, 3, 15, 0, 23, 0, 2, 0]

X[151] <= 37.992
gini = 0.596

samples = 59
value = [1, 0, 30, 0, 22, 0, 4, 0, 2, 0]

X[132] <= 21.118
gini = 0.601

samples = 70
value = [1, 0, 8, 2, 38, 0, 21, 0, 0, 0]

X[70] <= -82.205
gini = 0.277

samples = 234
value = [0, 0, 8, 14, 198, 0, 12, 0, 2, 0]

gini = 0.0
samples = 12

value = [0, 0, 12, 0, 0, 0, 0, 0, 0, 0]

X[44] <= -45.084
gini = 0.607

samples = 22
value = [3, 0, 2, 2, 13, 0, 2, 0, 0, 0]

X[764] <= 4.968
gini = 0.667
samples = 3

value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[749] <= 131.424
gini = 0.138

samples = 41
value = [0, 0, 2, 0, 1, 0, 38, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[770] <= 19.344
gini = 0.681

samples = 44
value = [0, 0, 10, 2, 17, 0, 15, 0, 0, 0]

X[737] <= -44.968
gini = 0.307

samples = 33
value = [0, 0, 1, 0, 27, 0, 5, 0, 0, 0]

X[9] <= -13.935
gini = 0.277

samples = 19
value = [0, 0, 0, 0, 2, 0, 16, 0, 1, 0]

X[384] <= 69.52
gini = 0.48

samples = 5
value = [0, 0, 3, 2, 0, 0, 0, 0, 0, 0]

X[453] <= -26.628
gini = 0.561

samples = 14
value = [1, 0, 9, 1, 1, 0, 1, 0, 1, 0]

X[247] <= 141.475
gini = 0.219
samples = 8

value = [0, 0, 1, 0, 7, 0, 0, 0, 0, 0]

X[772] <= -42.613
gini = 0.338

samples = 205
value = [0, 0, 14, 0, 27, 0, 164, 0, 0, 0]

X[74] <= 52.84
gini = 0.715

samples = 55
value = [4, 0, 10, 1, 16, 0, 22, 0, 2, 0]

X[69] <= 75.028
gini = 0.578

samples = 23
value = [1, 0, 0, 3, 14, 0, 4, 0, 1, 0]

X[100] <= -60.991
gini = 0.124

samples = 15
value = [0, 0, 0, 1, 0, 0, 14, 0, 0, 0]

X[623] <= 147.6
gini = 0.048

samples = 1181
value = [0, 0, 3, 0, 26, 0, 1152, 0, 0, 0]

X[455] <= 99.124
gini = 0.571
samples = 7

value = [0, 0, 2, 0, 4, 0, 1, 0, 0, 0]

X[712] <= 55.261
gini = 0.384

samples = 66
value = [0, 0, 7, 3, 5, 0, 51, 0, 0, 0]

X[380] <= -50.918
gini = 0.617
samples = 9

value = [5, 0, 1, 0, 0, 0, 1, 0, 2, 0]

X[69] <= -38.972
gini = 0.694

samples = 12
value = [1, 1, 0, 5, 4, 0, 1, 0, 0, 0]

X[595] <= 60.056
gini = 0.449
samples = 7

value = [0, 0, 5, 0, 0, 0, 1, 0, 1, 0]

X[133] <= 56.039
gini = 0.694

samples = 11
value = [0, 0, 4, 1, 2, 0, 4, 0, 0, 0]

X[439] <= 24.188
gini = 0.465

samples = 41
value = [2, 0, 2, 0, 29, 0, 7, 0, 1, 0]

X[174] <= 91.976
gini = 0.593
samples = 9

value = [0, 0, 4, 0, 0, 0, 1, 0, 4, 0]

X[523] <= 112.935
gini = 0.272

samples = 13
value = [0, 0, 1, 0, 1, 0, 11, 0, 0, 0]

X[11] <= -22.419
gini = 0.431

samples = 30
value = [0, 0, 1, 1, 5, 0, 22, 0, 0, 1]

X[40] <= 82.418
gini = 0.622

samples = 61
value = [1, 0, 12, 0, 33, 0, 13, 0, 2, 0]

X[318] <= 60.863
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 1, 0, 0, 0]

X[350] <= 94.817
gini = 0.097

samples = 59
value = [0, 0, 0, 0, 56, 0, 3, 0, 0, 0]

X[17] <= -10.153
gini = 0.292

samples = 188
value = [2, 0, 3, 1, 26, 0, 156, 0, 0, 0]

X[646] <= 171.42
gini = 0.611
samples = 6

value = [0, 0, 2, 0, 1, 0, 0, 0, 3, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 12, 0, 0, 0, 0, 0]

X[545] <= 81.83
gini = 0.531
samples = 8

value = [0, 0, 1, 0, 2, 0, 5, 0, 0, 0]

X[145] <= 100.525
gini = 0.5

samples = 6
value = [0, 0, 1, 0, 1, 0, 4, 0, 0, 0]

X[718] <= 82.262
gini = 0.261

samples = 34
value = [0, 0, 3, 0, 29, 0, 2, 0, 0, 0]

X[731] <= 210.253
gini = 0.462

samples = 80
value = [1, 0, 7, 0, 16, 0, 56, 0, 0, 0]

X[12] <= 80.907
gini = 0.634

samples = 63
value = [2, 0, 6, 0, 31, 0, 21, 0, 3, 0]

X[407] <= -80.889
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[630] <= 24.482
gini = 0.56

samples = 5
value = [0, 0, 3, 0, 1, 0, 1, 0, 0, 0]

X[594] <= -84.1
gini = 0.414

samples = 16
value = [0, 0, 0, 12, 1, 0, 2, 0, 1, 0]

X[91] <= 6.577
gini = 0.551

samples = 15
value = [0, 0, 0, 2, 9, 0, 4, 0, 0, 0]

X[689] <= 131.026
gini = 0.264

samples = 46
value = [0, 0, 0, 6, 39, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[15] <= 185.594
gini = 0.059

samples = 66
value = [0, 0, 0, 0, 64, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 6, 0, 0, 0, 0, 0]

X[125] <= 99.133
gini = 0.594
samples = 8

value = [4, 0, 1, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[546] <= -114.498
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 1, 0, 0, 0, 0, 0]

X[543] <= -59.954
gini = 0.64

samples = 5
value = [2, 0, 0, 1, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 19, 0, 0, 0, 0, 0, 0]

X[686] <= 121.625
gini = 0.292

samples = 12
value = [0, 0, 0, 0, 10, 0, 1, 0, 1, 0]

X[399] <= 51.604
gini = 0.64

samples = 5
value = [1, 0, 2, 2, 0, 0, 0, 0, 0, 0]

X[19] <= 112.591
gini = 0.049

samples = 162
value = [1, 0, 0, 158, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 7, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[184] <= 131.287
gini = 0.302

samples = 23
value = [0, 0, 2, 0, 19, 0, 2, 0, 0, 0]

X[513] <= 90.89
gini = 0.444
samples = 6

value = [0, 0, 2, 4, 0, 0, 0, 0, 0, 0]

X[444] <= 34.389
gini = 0.091

samples = 21
value = [0, 0, 0, 20, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[129] <= 120.483
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[569] <= -57.239
gini = 0.375
samples = 4

value = [0, 0, 3, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 9, 0, 0, 0, 0, 0]

X[97] <= -77.143
gini = 0.204

samples = 18
value = [1, 0, 1, 0, 0, 0, 16, 0, 0, 0]

X[403] <= -74.585
gini = 0.756

samples = 15
value = [0, 0, 4, 1, 5, 0, 3, 0, 2, 0]

X[777] <= 14.168
gini = 0.495

samples = 46
value = [1, 0, 15, 1, 29, 0, 0, 0, 0, 0]

X[42] <= 143.418
gini = 0.371

samples = 75
value = [0, 0, 57, 0, 17, 0, 1, 0, 0, 0]

X[385] <= 3.797
gini = 0.469

samples = 23
value = [0, 0, 16, 0, 3, 0, 4, 0, 0, 0]

X[209] <= -0.752
gini = 0.58

samples = 24
value = [0, 0, 3, 6, 1, 0, 14, 0, 0, 0]

X[74] <= 12.84
gini = 0.305

samples = 16
value = [0, 0, 0, 0, 13, 0, 3, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 6, 0]

X[518] <= 17.893
gini = 0.444

samples = 33
value = [2, 0, 24, 0, 3, 0, 4, 0, 0, 0]

X[765] <= -28.453
gini = 0.667
samples = 9

value = [0, 0, 0, 1, 3, 0, 4, 0, 1, 0]

X[630] <= -95.518
gini = 0.667

samples = 15
value = [0, 0, 7, 1, 3, 0, 4, 0, 0, 0]

X[105] <= -15.789
gini = 0.381

samples = 158
value = [0, 0, 19, 2, 122, 0, 14, 0, 1, 0]

X[105] <= -34.789
gini = 0.675

samples = 13
value = [0, 0, 1, 5, 5, 0, 2, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[665] <= 97.409
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

X[125] <= 92.633
gini = 0.151

samples = 259
value = [1, 0, 238, 0, 18, 0, 2, 0, 0, 0]

X[650] <= 106.907
gini = 0.409

samples = 149
value = [0, 0, 108, 0, 38, 0, 2, 0, 0, 1]

X[163] <= 9.391
gini = 0.153

samples = 12
value = [0, 0, 1, 0, 11, 0, 0, 0, 0, 0]

X[765] <= 12.547
gini = 0.625
samples = 4

value = [1, 0, 0, 1, 0, 0, 2, 0, 0, 0]

X[153] <= -5.79
gini = 0.562

samples = 11
value = [0, 0, 4, 0, 6, 0, 1, 0, 0, 0]

X[425] <= -62.083
gini = 0.142

samples = 53
value = [0, 0, 49, 0, 3, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[737] <= 58.032
gini = 0.323

samples = 96
value = [2, 0, 12, 0, 78, 0, 3, 0, 1, 0]

X[357] <= 29.657
gini = 0.675

samples = 27
value = [0, 0, 6, 1, 10, 0, 10, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[540] <= 47.349
gini = 0.305

samples = 16
value = [0, 0, 13, 0, 3, 0, 0, 0, 0, 0]

X[9] <= -10.935
gini = 0.766

samples = 46
value = [5, 3, 5, 7, 18, 0, 8, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 6, 0]

X[599] <= -47.345
gini = 0.165

samples = 11
value = [0, 0, 10, 0, 0, 0, 1, 0, 0, 0]

X[690] <= 139.442
gini = 0.518

samples = 35
value = [2, 0, 7, 0, 3, 0, 23, 0, 0, 0]

X[259] <= 70.815
gini = 0.608

samples = 24
value = [0, 0, 14, 2, 4, 0, 3, 0, 1, 0]

X[413] <= 133.447
gini = 0.424

samples = 104
value = [0, 0, 16, 3, 77, 0, 5, 0, 3, 0]

X[318] <= 77.363
gini = 0.124

samples = 15
value = [0, 0, 14, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[153] <= 101.71
gini = 0.555

samples = 16
value = [0, 0, 7, 0, 1, 0, 8, 0, 0, 0]

X[443] <= -53.809
gini = 0.48

samples = 5
value = [3, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[649] <= -60.285
gini = 0.193

samples = 144
value = [0, 0, 129, 1, 5, 0, 8, 0, 1, 0]

X[665] <= 127.909
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[554] <= 119.624
gini = 0.469

samples = 537
value = [0, 0, 162, 2, 356, 1, 15, 0, 1, 0]

X[434] <= 91.044
gini = 0.251

samples = 1250
value = [5, 1, 124, 7, 1074, 0, 34, 0, 5, 0]

X[552] <= -52.009
gini = 0.342

samples = 564
value = [0, 0, 70, 0, 450, 0, 44, 0, 0, 0]

X[46] <= 35.775
gini = 0.6

samples = 485
value = [5, 0, 48, 5, 186, 0, 239, 0, 2, 0]

X[263] <= 108.383
gini = 0.564

samples = 43
value = [0, 0, 9, 7, 26, 0, 1, 0, 0, 0]

X[752] <= 99.289
gini = 0.444

samples = 230
value = [0, 0, 157, 2, 69, 0, 2, 0, 0, 0]

X[18] <= 48.881
gini = 0.605

samples = 67
value = [2, 0, 30, 1, 29, 0, 5, 0, 0, 0]

X[291] <= 29.18
gini = 0.281

samples = 128
value = [0, 0, 18, 1, 107, 0, 1, 0, 1, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[623] <= 5.1
gini = 0.637

samples = 25
value = [4, 0, 14, 1, 2, 0, 3, 0, 1, 0]

X[627] <= 18.026
gini = 0.785

samples = 20
value = [4, 0, 2, 2, 5, 0, 6, 0, 0, 1]

X[694] <= -4.909
gini = 0.347

samples = 15
value = [1, 0, 0, 12, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[302] <= 59.923
gini = 0.673

samples = 14
value = [1, 0, 1, 7, 2, 0, 3, 0, 0, 0]

X[212] <= 112.235
gini = 0.098

samples = 99
value = [1, 0, 1, 94, 2, 0, 1, 0, 0, 0]

X[628] <= 59.706
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

X[44] <= 104.416
gini = 0.165

samples = 11
value = [0, 0, 0, 1, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[439] <= 80.688
gini = 0.408
samples = 7

value = [2, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[720] <= -29.715
gini = 0.296

samples = 18
value = [1, 0, 1, 1, 0, 0, 15, 0, 0, 0]

X[386] <= 78.148
gini = 0.375
samples = 4

value = [3, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 9, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[372] <= 97.627
gini = 0.72

samples = 5
value = [0, 1, 2, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[432] <= -99.796
gini = 0.408
samples = 7

value = [5, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[622] <= 86.256
gini = 0.227

samples = 16
value = [1, 0, 0, 0, 0, 0, 14, 0, 1, 0]

X[302] <= 121.923
gini = 0.278

samples = 24
value = [20, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[203] <= 171.115
gini = 0.103

samples = 93
value = [88, 0, 0, 0, 1, 0, 4, 0, 0, 0]

X[665] <= 64.409
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[36] <= 139.455
gini = 0.379

samples = 13
value = [10, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[289] <= -29.953
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

X[721] <= -16.317
gini = 0.199

samples = 37
value = [33, 0, 2, 0, 0, 0, 2, 0, 0, 0]

X[763] <= 29.411
gini = 0.476

samples = 24
value = [2, 0, 2, 2, 0, 0, 17, 0, 1, 0]

X[61] <= 110.013
gini = 0.68

samples = 83
value = [30, 0, 24, 1, 1, 0, 27, 0, 0, 0]

X[219] <= 59.551
gini = 0.698

samples = 66
value = [20, 1, 7, 2, 3, 0, 29, 0, 3, 1]

X[416] <= -70.226
gini = 0.466

samples = 215
value = [24, 0, 25, 8, 2, 0, 153, 0, 3, 0]

X[765] <= 1.047
gini = 0.702

samples = 69
value = [2, 5, 30, 9, 3, 0, 20, 0, 0, 0]

X[18] <= 16.381
gini = 0.767

samples = 89
value = [4, 3, 9, 21, 26, 0, 25, 0, 1, 0]

X[641] <= 68.231
gini = 0.608

samples = 280
value = [16, 1, 155, 9, 17, 0, 78, 0, 4, 0]

X[594] <= -34.1
gini = 0.657

samples = 109
value = [12, 2, 29, 0, 6, 0, 55, 0, 5, 0]

X[288] <= 14.027
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 0, 0, 15, 0]

X[544] <= 93.846
gini = 0.029

samples = 69
value = [0, 0, 68, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[68] <= 44.59
gini = 0.617
samples = 9

value = [1, 0, 0, 2, 0, 0, 5, 0, 0, 1]

X[244] <= 109.527
gini = 0.165

samples = 11
value = [0, 0, 1, 0, 10, 0, 0, 0, 0, 0]

X[750] <= 126.174
gini = 0.539

samples = 131
value = [17, 3, 85, 4, 2, 0, 19, 0, 1, 0]

X[497] <= -90.933
gini = 0.5

samples = 12
value = [2, 0, 2, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[234] <= -23.836
gini = 0.766

samples = 16
value = [5, 0, 2, 1, 1, 0, 5, 0, 2, 0]

X[502] <= 103.072
gini = 0.318

samples = 72
value = [3, 0, 6, 0, 2, 0, 59, 0, 2, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 6, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[746] <= -78.665
gini = 0.403

samples = 12
value = [0, 0, 2, 0, 1, 0, 9, 0, 0, 0]

X[413] <= 86.947
gini = 0.612

samples = 27
value = [2, 1, 16, 1, 2, 0, 4, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

X[93] <= 138.273
gini = 0.675

samples = 26
value = [5, 0, 4, 0, 3, 1, 13, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 7, 0]

X[648] <= 143.404
gini = 0.111

samples = 51
value = [0, 0, 48, 0, 0, 0, 3, 0, 0, 0]

X[97] <= 115.857
gini = 0.48

samples = 5
value = [0, 0, 2, 0, 3, 0, 0, 0, 0, 0]

X[45] <= -57.152
gini = 0.278
samples = 6

value = [0, 0, 5, 0, 1, 0, 0, 0, 0, 0]

X[74] <= 109.839
gini = 0.625
samples = 4

value = [1, 0, 0, 0, 0, 1, 0, 0, 0, 2]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[685] <= 90.905
gini = 0.58

samples = 10
value = [0, 0, 2, 0, 6, 0, 1, 0, 1, 0]

X[52] <= -0.71
gini = 0.12

samples = 47
value = [0, 0, 0, 0, 44, 0, 3, 0, 0, 0]

X[144] <= -16.301
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

X[400] <= 42.306
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[297] <= -79.667
gini = 0.611
samples = 6

value = [0, 0, 3, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 9, 0, 0, 0, 0, 0, 0]

X[22] <= 36.819
gini = 0.252

samples = 418
value = [0, 2, 358, 1, 6, 0, 49, 0, 2, 0]

X[62] <= 97.946
gini = 0.672

samples = 27
value = [2, 0, 9, 0, 3, 0, 12, 0, 1, 0]

X[750] <= 125.674
gini = 0.191

samples = 28
value = [0, 0, 25, 0, 0, 0, 3, 0, 0, 0]

X[17] <= 92.347
gini = 0.495

samples = 58
value = [0, 0, 20, 0, 2, 0, 36, 0, 0, 0]

X[489] <= -63.921
gini = 0.75

samples = 4
value = [0, 0, 0, 0, 1, 0, 1, 0, 1, 1]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[49] <= -4.132
gini = 0.464

samples = 78
value = [1, 1, 55, 1, 6, 0, 14, 0, 0, 0]

X[19] <= 204.591
gini = 0.102

samples = 1542
value = [8, 0, 1460, 2, 28, 0, 44, 0, 0, 0]

X[24] <= 1.023
gini = 0.106

samples = 109
value = [1, 0, 103, 0, 1, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[173] <= 141.88
gini = 0.423

samples = 95
value = [1, 0, 68, 0, 2, 0, 24, 0, 0, 0]

X[554] <= 112.624
gini = 0.585

samples = 20
value = [0, 0, 3, 0, 11, 0, 6, 0, 0, 0]

X[183] <= -79.102
gini = 0.226

samples = 86
value = [0, 0, 75, 0, 1, 0, 10, 0, 0, 0]

X[202] <= 122.04
gini = 0.548

samples = 125
value = [0, 0, 71, 1, 9, 0, 44, 0, 0, 0]

X[79] <= 10.264
gini = 0.588

samples = 45
value = [14, 0, 1, 3, 0, 0, 25, 0, 2, 0]

X[766] <= 124.266
gini = 0.65

samples = 73
value = [7, 0, 35, 2, 3, 0, 24, 0, 2, 0]

X[749] <= 24.924
gini = 0.662

samples = 21
value = [0, 0, 6, 0, 8, 0, 7, 0, 0, 0]

X[268] <= 87.009
gini = 0.254

samples = 42
value = [0, 0, 4, 0, 36, 0, 2, 0, 0, 0]

X[35] <= 101.464
gini = 0.133

samples = 14
value = [0, 0, 13, 0, 0, 0, 1, 0, 0, 0]

X[218] <= 124.647
gini = 0.706

samples = 31
value = [1, 0, 10, 1, 10, 0, 9, 0, 0, 0]

X[124] <= 115.995
gini = 0.612
samples = 7

value = [0, 1, 1, 1, 4, 0, 0, 0, 0, 0]

X[259] <= 63.815
gini = 0.272

samples = 13
value = [1, 0, 1, 0, 0, 0, 11, 0, 0, 0]

X[581] <= 140.218
gini = 0.589

samples = 40
value = [1, 0, 18, 3, 0, 0, 18, 0, 0, 0]

X[592] <= 74.435
gini = 0.453

samples = 79
value = [0, 2, 57, 3, 7, 0, 10, 0, 0, 0]

X[524] <= -45.6
gini = 0.327

samples = 712
value = [3, 1, 577, 3, 53, 0, 75, 0, 0, 0]

X[40] <= 82.918
gini = 0.605

samples = 20
value = [0, 0, 7, 0, 10, 0, 3, 0, 0, 0]

X[469] <= -59.004
gini = 0.444
samples = 9

value = [0, 0, 6, 0, 3, 0, 0, 0, 0, 0]

X[454] <= 150.841
gini = 0.471

samples = 17
value = [1, 0, 2, 0, 2, 0, 12, 0, 0, 0]

X[391] <= -6.962
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[537] <= 52.32
gini = 0.612
samples = 7

value = [0, 0, 3, 1, 0, 0, 3, 0, 0, 0]

X[381] <= -109.781
gini = 0.071

samples = 54
value = [0, 0, 52, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[89] <= -1.057
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[115] <= 0.977
gini = 0.105

samples = 18
value = [0, 0, 17, 0, 0, 0, 1, 0, 0, 0]

X[637] <= -70.93
gini = 0.375
samples = 8

value = [0, 0, 2, 0, 6, 0, 0, 0, 0, 0]

X[595] <= 158.056
gini = 0.278
samples = 6

value = [0, 0, 1, 0, 0, 0, 5, 0, 0, 0]

X[765] <= 78.047
gini = 0.227

samples = 65
value = [1, 0, 3, 2, 2, 0, 57, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[35] <= 132.464
gini = 0.519
samples = 9

value = [1, 0, 1, 0, 6, 0, 1, 0, 0, 0]

X[780] <= 126.514
gini = 0.614

samples = 54
value = [1, 0, 16, 1, 5, 0, 29, 0, 1, 1]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[646] <= -13.58
gini = 0.185

samples = 20
value = [18, 0, 0, 0, 0, 0, 1, 0, 0, 1]

X[320] <= -91.111
gini = 0.18

samples = 10
value = [1, 0, 0, 0, 0, 0, 9, 0, 0, 0]

X[170] <= 71.868
gini = 0.375
samples = 4

value = [0, 1, 0, 0, 0, 0, 0, 0, 3, 0]

X[172] <= 102.554
gini = 0.615

samples = 19
value = [0, 0, 11, 0, 0, 2, 1, 0, 2, 3]

X[776] <= 103.424
gini = 0.436

samples = 15
value = [0, 1, 1, 0, 0, 0, 11, 0, 2, 0]

X[662] <= 83.93
gini = 0.185

samples = 20
value = [0, 0, 1, 0, 0, 0, 1, 0, 18, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[615] <= 112.57
gini = 0.003

samples = 1912
value = [0, 0, 0, 0, 0, 1909, 0, 1, 0, 2]

X[353] <= -141.899
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 1]

X[376] <= -107.429
gini = 0.086

samples = 201
value = [0, 0, 0, 0, 0, 192, 0, 9, 0, 0]

X[460] <= -52.015
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 3, 0, 0]

X[330] <= 150.206
gini = 0.019

samples = 846
value = [0, 0, 0, 0, 0, 838, 0, 7, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[41] <= -91.738
gini = 0.165

samples = 11
value = [0, 0, 0, 0, 0, 10, 0, 0, 1, 0]

X[266] <= -59.681
gini = 0.778
samples = 6

value = [2, 0, 1, 1, 1, 0, 0, 0, 0, 1]

gini = 0.0
samples = 7

value = [0, 7, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 14, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 34

value = [0, 0, 0, 0, 0, 0, 0, 0, 34, 0]

X[396] <= -33.696
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[602] <= -69.715
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 9, 0, 0, 0, 0, 0]

X[147] <= -42.894
gini = 0.198
samples = 9

value = [0, 0, 8, 0, 1, 0, 0, 0, 0, 0]

X[573] <= -9.041
gini = 0.32

samples = 5
value = [1, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[207] <= -105.571
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 0, 0, 0, 0, 20, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[404] <= -97.402
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

X[514] <= -113.61
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 25

value = [25, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[572] <= -136.155
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 3, 0, 0]

gini = 0.0
samples = 34

value = [0, 0, 0, 0, 0, 34, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[359] <= -58.563
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 2]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

X[325] <= 98.913
gini = 0.016

samples = 128
value = [0, 0, 0, 0, 0, 127, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 5, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 8, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

X[525] <= 114.191
gini = 0.074

samples = 157
value = [0, 0, 0, 0, 0, 3, 0, 151, 0, 3]

X[249] <= -33.613
gini = 0.64

samples = 5
value = [0, 0, 0, 0, 0, 2, 0, 0, 1, 2]

X[607] <= 99.046
gini = 0.124

samples = 15
value = [0, 0, 0, 0, 0, 0, 0, 14, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 11]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 40

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 40]

X[761] <= 45.243
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 1]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 109

value = [0, 0, 0, 0, 0, 109, 0, 0, 0, 0]

X[411] <= -89.154
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[584] <= 148.583
gini = 0.121

samples = 157
value = [0, 0, 0, 0, 0, 2, 0, 147, 1, 7]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 35

value = [0, 0, 0, 0, 0, 0, 0, 35, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[442] <= -96.35
gini = 0.079

samples = 73
value = [0, 0, 0, 0, 0, 3, 0, 70, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 7, 0, 0]

X[479] <= 142.506
gini = 0.185

samples = 29
value = [0, 0, 0, 0, 0, 26, 0, 3, 0, 0]

X[374] <= -115.858
gini = 0.375

samples = 20
value = [0, 0, 0, 0, 0, 15, 0, 5, 0, 0]

X[245] <= -99.544
gini = 0.215

samples = 68
value = [0, 0, 0, 0, 0, 4, 0, 60, 0, 4]

X[446] <= -52.828
gini = 0.041

samples = 3700
value = [0, 0, 0, 0, 0, 64, 0, 3622, 3, 11]

X[264] <= 27.983
gini = 0.568

samples = 13
value = [0, 0, 0, 0, 0, 6, 0, 6, 1, 0]

X[405] <= -130.051
gini = 0.056

samples = 139
value = [0, 0, 0, 0, 0, 135, 0, 4, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[458] <= -19.823
gini = 0.629

samples = 67
value = [0, 0, 0, 0, 0, 15, 0, 36, 5, 11]

X[288] <= -85.473
gini = 0.165

samples = 536
value = [0, 0, 0, 0, 0, 5, 0, 488, 3, 40]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

X[101] <= 20.788
gini = 0.133

samples = 14
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 13]

X[549] <= 38.534
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 0, 6, 0, 1, 0, 0]

X[444] <= 9.389
gini = 0.229

samples = 110
value = [0, 0, 0, 0, 0, 4, 0, 96, 0, 10]

X[633] <= -110.689
gini = 0.502

samples = 174
value = [0, 0, 0, 0, 0, 5, 0, 65, 0, 104]

X[301] <= 4.175
gini = 0.482

samples = 58
value = [0, 0, 0, 0, 0, 14, 0, 39, 0, 5]

X[735] <= -7.546
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 2]

gini = 0.0
samples = 25

value = [0, 0, 0, 0, 0, 25, 0, 0, 0, 0]

X[243] <= -27.694
gini = 0.512

samples = 18
value = [0, 0, 0, 0, 0, 6, 0, 11, 0, 1]

X[460] <= -144.515
gini = 0.337

samples = 28
value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 22]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 133

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 133]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 7, 0, 0]

X[277] <= 179.13
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 1]

X[237] <= -104.461
gini = 0.4

samples = 139
value = [0, 0, 0, 0, 0, 8, 1, 105, 3, 22]

X[497] <= 54.067
gini = 0.572

samples = 46
value = [0, 0, 0, 0, 0, 4, 0, 19, 0, 23]

X[772] <= -11.613
gini = 0.005

samples = 770
value = [0, 0, 0, 0, 0, 768, 0, 1, 0, 1]

X[535] <= 29.194
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[596] <= -73.865
gini = 0.469

samples = 16
value = [0, 0, 0, 0, 0, 10, 0, 0, 0, 6]

X[555] <= 154.277
gini = 0.085

samples = 160
value = [0, 0, 0, 0, 0, 153, 0, 3, 0, 4]

X[681] <= -49.983
gini = 0.449
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 5, 1, 1]

X[304] <= -18.393
gini = 0.198
samples = 9

value = [0, 0, 1, 0, 0, 8, 0, 0, 0, 0]

X[454] <= -19.659
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 3, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 14]

X[237] <= -29.461
gini = 0.044

samples = 44
value = [0, 0, 0, 0, 0, 1, 0, 43, 0, 0]

X[361] <= 128.088
gini = 0.49

samples = 7
value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 4]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

X[536] <= 103.269
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[410] <= 91.059
gini = 0.036

samples = 110
value = [0, 0, 0, 0, 0, 0, 0, 108, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 0]

X[641] <= 116.731
gini = 0.5

samples = 12
value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 6]

X[543] <= -139.954
gini = 0.086

samples = 335
value = [0, 0, 0, 0, 0, 2, 0, 13, 0, 320]

X[481] <= 57.931
gini = 0.43

samples = 11
value = [0, 0, 0, 0, 0, 2, 0, 8, 0, 1]

X[612] <= -27.425
gini = 0.143

samples = 142
value = [0, 0, 0, 0, 0, 0, 0, 11, 0, 131]

X[615] <= 57.57
gini = 0.372

samples = 60
value = [1, 0, 0, 0, 0, 1, 0, 46, 0, 12]

X[429] <= 31.566
gini = 0.32

samples = 16
value = [0, 0, 0, 0, 0, 1, 0, 2, 0, 13]

X[300] <= 7.704
gini = 0.103

samples = 56
value = [0, 0, 0, 0, 0, 1, 0, 2, 0, 53]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[604] <= -85.669
gini = 0.254

samples = 87
value = [0, 0, 0, 0, 0, 0, 0, 74, 0, 13]

X[351] <= 34.663
gini = 0.52

samples = 45
value = [0, 0, 0, 0, 0, 0, 0, 21, 1, 23]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 10, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

X[507] <= -10.277
gini = 0.5

samples = 6
value = [0, 0, 0, 0, 0, 4, 0, 1, 0, 1]

X[549] <= -147.966
gini = 0.04

samples = 4287
value = [0, 0, 0, 0, 0, 13, 0, 74, 0, 4200]

X[689] <= -97.974
gini = 0.582

samples = 36
value = [2, 0, 0, 0, 0, 5, 0, 22, 2, 5]

X[406] <= 15.84
gini = 0.245
samples = 7

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 6]

X[606] <= -112.978
gini = 0.472

samples = 42
value = [0, 0, 0, 0, 0, 0, 0, 16, 0, 26]

X[689] <= 122.026
gini = 0.039

samples = 100
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 98]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 63

value = [0, 0, 0, 0, 0, 0, 0, 63, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[321] <= -18.042
gini = 0.433

samples = 30
value = [0, 0, 0, 0, 0, 3, 0, 22, 1, 4]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 6]

X[48] <= 140.832
gini = 0.009

samples = 1360
value = [1, 0, 0, 1, 1, 2, 0, 0, 1354, 1]

X[261] <= 17.464
gini = 0.512

samples = 11
value = [0, 0, 0, 0, 0, 3, 0, 1, 7, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[743] <= -69.31
gini = 0.625
samples = 4

value = [1, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[268] <= 0.009
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[301] <= 79.675
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 1, 0, 0, 0, 0]

X[52] <= 93.29
gini = 0.124

samples = 15
value = [1, 0, 0, 0, 0, 0, 14, 0, 0, 0]

X[156] <= -42.573
gini = 0.625
samples = 4

value = [0, 0, 0, 0, 2, 0, 1, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[769] <= -31.985
gini = 0.667
samples = 3

value = [0, 1, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[175] <= 22.09
gini = 0.48

samples = 5
value = [0, 3, 0, 0, 2, 0, 0, 0, 0, 0]

X[667] <= 166.981
gini = 0.001

samples = 4886
value = [0, 4883, 0, 2, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 3, 0, 0, 0, 0, 0, 0, 0, 0]

X[212] <= 127.735
gini = 0.057

samples = 34
value = [0, 1, 0, 33, 0, 0, 0, 0, 0, 0]

X[715] <= -30.219
gini = 0.124

samples = 15
value = [0, 14, 0, 1, 0, 0, 0, 0, 0, 0]

X[210] <= 110.042
gini = 0.375
samples = 4

value = [0, 1, 0, 3, 0, 0, 0, 0, 0, 0]

X[632] <= 123.633
gini = 0.444
samples = 3

value = [0, 2, 0, 1, 0, 0, 0, 0, 0, 0]

X[210] <= -109.458
gini = 0.05

samples = 274
value = [1, 6, 0, 267, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[295] <= -130.463
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

X[179] <= -67.79
gini = 0.005

samples = 366
value = [0, 365, 0, 1, 0, 0, 0, 0, 0, 0]

X[344] <= -13.083
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 4, 0, 0, 0, 0, 0, 0, 0, 0]

X[755] <= 1.391
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 0, 1, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[680] <= 113.96
gini = 0.077

samples = 50
value = [2, 0, 0, 48, 0, 0, 0, 0, 0, 0]

X[266] <= 106.319
gini = 0.76

samples = 11
value = [3, 3, 1, 3, 0, 0, 1, 0, 0, 0]

X[209] <= 74.748
gini = 0.245
samples = 7

value = [0, 1, 0, 6, 0, 0, 0, 0, 0, 0]

X[736] <= -36.111
gini = 0.08

samples = 24
value = [1, 23, 0, 0, 0, 0, 0, 0, 0, 0]

X[214] <= 36.256
gini = 0.51

samples = 41
value = [1, 12, 1, 26, 0, 0, 0, 0, 1, 0]

X[407] <= 99.611
gini = 0.047

samples = 2454
value = [14, 32, 1, 2395, 1, 0, 10, 0, 1, 0]

X[660] <= -29.135
gini = 0.543

samples = 38
value = [23, 0, 0, 11, 0, 0, 3, 0, 1, 0]

X[244] <= -109.473
gini = 0.221

samples = 232
value = [16, 5, 0, 204, 4, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[18] <= 63.381
gini = 0.429

samples = 39
value = [3, 4, 1, 29, 1, 1, 0, 0, 0, 0]

X[295] <= 6.537
gini = 0.734

samples = 17
value = [5, 0, 0, 5, 5, 0, 1, 0, 1, 0]

X[712] <= -51.739
gini = 0.561

samples = 29
value = [18, 2, 0, 5, 0, 0, 4, 0, 0, 0]

X[125] <= -2.367
gini = 0.612

samples = 11
value = [0, 0, 0, 1, 3, 0, 6, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

X[363] <= -7.534
gini = 0.645

samples = 11
value = [1, 0, 1, 0, 1, 0, 6, 2, 0, 0]

X[39] <= -95.157
gini = 0.184

samples = 61
value = [1, 0, 1, 2, 55, 0, 2, 0, 0, 0]

X[490] <= -22.403
gini = 0.56

samples = 5
value = [0, 0, 0, 1, 1, 0, 3, 0, 0, 0]

X[741] <= -71.886
gini = 0.56

samples = 5
value = [0, 1, 0, 3, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 7, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[412] <= -30.771
gini = 0.444
samples = 3

value = [0, 2, 0, 0, 1, 0, 0, 0, 0, 0]

X[68] <= 146.09
gini = 0.166

samples = 113
value = [0, 1, 0, 103, 6, 0, 1, 0, 2, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[428] <= 26.242
gini = 0.604

samples = 69
value = [2, 4, 0, 31, 30, 0, 1, 0, 1, 0]

X[738] <= -63.449
gini = 0.653

samples = 149
value = [18, 9, 3, 82, 9, 0, 21, 0, 7, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 15

value = [15, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[763] <= -10.589
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[554] <= 9.124
gini = 0.042

samples = 47
value = [0, 0, 0, 46, 1, 0, 0, 0, 0, 0]

X[129] <= -61.517
gini = 0.153

samples = 12
value = [1, 0, 0, 11, 0, 0, 0, 0, 0, 0]

X[664] <= 53.551
gini = 0.443

samples = 381
value = [5, 0, 2, 84, 271, 0, 18, 0, 1, 0]

X[155] <= 111.56
gini = 0.18

samples = 10
value = [1, 0, 0, 9, 0, 0, 0, 0, 0, 0]

X[71] <= -33.825
gini = 0.314

samples = 11
value = [9, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 43

value = [0, 43, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[599] <= -71.345
gini = 0.225

samples = 204
value = [10, 10, 1, 179, 2, 0, 2, 0, 0, 0]

X[352] <= 55.556
gini = 0.656

samples = 84
value = [12, 13, 1, 45, 8, 0, 5, 0, 0, 0]

X[45] <= 138.848
gini = 0.248

samples = 22
value = [1, 1, 0, 19, 0, 0, 1, 0, 0, 0]

X[147] <= 48.106
gini = 0.684

samples = 105
value = [46, 7, 1, 31, 1, 0, 19, 0, 0, 0]

X[162] <= -58.235
gini = 0.367

samples = 33
value = [3, 1, 1, 26, 1, 0, 1, 0, 0, 0]

X[371] <= -57.429
gini = 0.449
samples = 7

value = [0, 0, 1, 0, 5, 0, 1, 0, 0, 0]

X[9] <= -8.435
gini = 0.444
samples = 3

value = [2, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[712] <= 149.261
gini = 0.034

samples = 469
value = [1, 0, 1, 461, 5, 0, 1, 0, 0, 0]

X[684] <= -60.797
gini = 0.241

samples = 251
value = [4, 4, 3, 218, 13, 0, 8, 0, 1, 0]

X[771] <= 67.789
gini = 0.704

samples = 14
value = [6, 0, 2, 3, 0, 0, 3, 0, 0, 0]

X[38] <= -9.701
gini = 0.211

samples = 50
value = [0, 0, 0, 44, 6, 0, 0, 0, 0, 0]

X[92] <= 23.508
gini = 0.607

samples = 119
value = [0, 3, 1, 47, 57, 0, 10, 0, 1, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[657] <= -56.363
gini = 0.625
samples = 4

value = [0, 0, 1, 2, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 8, 0, 0, 0, 0]

X[383] <= 43.966
gini = 0.5

samples = 6
value = [0, 0, 0, 4, 1, 0, 0, 0, 0, 1]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 35

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 35]

X[747] <= -37.328
gini = 0.698

samples = 13
value = [3, 0, 1, 0, 0, 0, 6, 0, 1, 2]

X[97] <= 124.357
gini = 0.32

samples = 5
value = [0, 1, 0, 4, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[163] <= 77.891
gini = 0.667
samples = 3

value = [1, 0, 0, 1, 0, 0, 0, 0, 1, 0]

X[764] <= 135.468
gini = 0.115

samples = 132
value = [6, 0, 0, 124, 0, 0, 2, 0, 0, 0]

X[540] <= 79.349
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 1, 0, 0, 0, 0, 0]

X[323] <= -138.7
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 3, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 10, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[547] <= -82.415
gini = 0.667
samples = 3

value = [0, 0, 1, 0, 1, 1, 0, 0, 0, 0]

X[19] <= -9.909
gini = 0.541

samples = 56
value = [36, 2, 1, 6, 0, 0, 10, 0, 1, 0]

X[649] <= -64.285
gini = 0.826

samples = 49
value = [7, 5, 1, 12, 6, 3, 12, 0, 3, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[764] <= 4.468
gini = 0.724

samples = 30
value = [3, 2, 2, 3, 14, 0, 5, 0, 1, 0]

X[36] <= -0.545
gini = 0.29

samples = 18
value = [0, 1, 15, 2, 0, 0, 0, 0, 0, 0]

X[533] <= 3.691
gini = 0.285

samples = 94
value = [1, 0, 3, 7, 79, 0, 0, 0, 4, 0]

X[242] <= 104.159
gini = 0.5

samples = 6
value = [0, 0, 1, 1, 0, 0, 4, 0, 0, 0]

X[722] <= -32.449
gini = 0.653

samples = 225
value = [98, 3, 2, 43, 1, 0, 78, 0, 0, 0]

X[542] <= 32.269
gini = 0.43

samples = 11
value = [0, 8, 0, 1, 0, 0, 2, 0, 0, 0]

X[268] <= -92.991
gini = 0.259

samples = 186
value = [159, 2, 0, 8, 0, 0, 17, 0, 0, 0]

X[775] <= 118.791
gini = 0.494
samples = 9

value = [2, 0, 0, 1, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 7, 0, 0, 0, 0, 0, 0]

X[763] <= 73.411
gini = 0.589

samples = 171
value = [92, 0, 0, 23, 1, 0, 55, 0, 0, 0]

X[126] <= -50.051
gini = 0.435

samples = 100
value = [72, 1, 0, 5, 0, 0, 21, 0, 1, 0]

X[575] <= 104.553
gini = 0.688

samples = 181
value = [56, 14, 1, 21, 6, 0, 80, 0, 3, 0]

X[300] <= -117.296
gini = 0.446

samples = 194
value = [33, 2, 5, 12, 2, 0, 140, 0, 0, 0]

X[735] <= 179.454
gini = 0.542

samples = 62
value = [35, 1, 2, 1, 0, 0, 23, 0, 0, 0]

X[568] <= -61.739
gini = 0.185

samples = 20
value = [1, 0, 1, 0, 18, 0, 0, 0, 0, 0]

X[184] <= 97.787
gini = 0.76

samples = 11
value = [1, 0, 3, 1, 3, 0, 0, 0, 3, 0]

X[359] <= -86.563
gini = 0.553

samples = 50
value = [12, 0, 1, 2, 2, 0, 31, 0, 2, 0]

X[685] <= 0.905
gini = 0.668

samples = 86
value = [3, 8, 1, 44, 11, 0, 18, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 24

value = [24, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[96] <= 99.57
gini = 0.223

samples = 56
value = [6, 0, 0, 1, 0, 0, 49, 0, 0, 0]

X[305] <= 0.313
gini = 0.32

samples = 5
value = [4, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[43] <= 105.305
gini = 0.204

samples = 26
value = [23, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[272] <= 100.585
gini = 0.444
samples = 6

value = [2, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[179] <= 122.21
gini = 0.056

samples = 209
value = [6, 0, 0, 0, 0, 0, 203, 0, 0, 0]

X[410] <= 37.059
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[760] <= -10.043
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[123] <= -56.787
gini = 0.444
samples = 9

value = [3, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 17

value = [17, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[584] <= -59.917
gini = 0.142

samples = 13
value = [1, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[66] <= 105.115
gini = 0.408

samples = 14
value = [10, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[35] <= -12.536
gini = 0.048

samples = 41
value = [1, 0, 0, 0, 0, 0, 40, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[192] <= 0.241
gini = 0.484

samples = 17
value = [7, 0, 0, 0, 0, 0, 10, 0, 0, 0]

X[708] <= 117.175
gini = 0.266

samples = 19
value = [16, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[124] <= 150.495
gini = 0.079

samples = 193
value = [185, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[765] <= 30.547
gini = 0.526

samples = 19
value = [7, 0, 1, 0, 0, 0, 11, 0, 0, 0]

gini = 0.0
samples = 10

value = [10, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[256] <= 204.999
gini = 0.048

samples = 41
value = [40, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[486] <= -80.439
gini = 0.375
samples = 8

value = [6, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[437] <= -27.796
gini = 0.417

samples = 12
value = [1, 0, 0, 1, 1, 0, 9, 0, 0, 0]

gini = 0.0
samples = 35

value = [0, 0, 0, 35, 0, 0, 0, 0, 0, 0]

X[290] <= 89.486
gini = 0.444
samples = 3

value = [2, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[351] <= -9.337
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[652] <= -72.215
gini = 0.48

samples = 5
value = [2, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[601] <= 109.59
gini = 0.156

samples = 36
value = [33, 0, 0, 1, 0, 0, 2, 0, 0, 0]

X[269] <= 44.522
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 0, 0, 2, 0, 0, 0]

X[180] <= 101.171
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[707] <= -27.738
gini = 0.651

samples = 51
value = [13, 0, 2, 7, 3, 0, 26, 0, 0, 0]

X[51] <= -2.982
gini = 0.278

samples = 12
value = [10, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[496] <= -116.085
gini = 0.121

samples = 31
value = [29, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[422] <= -16.05
gini = 0.292

samples = 12
value = [0, 0, 1, 1, 0, 0, 10, 0, 0, 0]

X[679] <= 106.668
gini = 0.431

samples = 21
value = [15, 0, 0, 0, 0, 0, 5, 0, 1, 0]

X[658] <= 137.764
gini = 0.104

samples = 37
value = [0, 0, 1, 1, 0, 0, 35, 0, 0, 0]

X[657] <= 104.137
gini = 0.494
samples = 9

value = [5, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[411] <= 54.846
gini = 0.499

samples = 21
value = [10, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[536] <= -60.231
gini = 0.142

samples = 26
value = [24, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[500] <= -66.258
gini = 0.667
samples = 3

value = [0, 1, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 16, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[458] <= -109.323
gini = 0.191

samples = 182
value = [163, 0, 0, 5, 0, 0, 14, 0, 0, 0]

X[300] <= -82.796
gini = 0.33

samples = 93
value = [75, 0, 1, 5, 0, 0, 12, 0, 0, 0]

X[256] <= -29.501
gini = 0.449
samples = 7

value = [1, 0, 1, 0, 0, 0, 5, 0, 0, 0]

X[371] <= 103.571
gini = 0.483

samples = 36
value = [6, 0, 2, 2, 1, 0, 25, 0, 0, 0]

X[42] <= 42.918
gini = 0.463

samples = 52
value = [35, 0, 1, 1, 0, 0, 15, 0, 0, 0]

X[151] <= 100.492
gini = 0.238

samples = 30
value = [3, 0, 0, 1, 0, 0, 26, 0, 0, 0]

X[737] <= 74.032
gini = 0.408
samples = 7

value = [5, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 8

value = [8, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[8] <= -5.199
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[260] <= 17.514
gini = 0.142

samples = 13
value = [1, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[34] <= 200.643
gini = 0.075

samples = 260
value = [250, 0, 0, 2, 0, 0, 7, 0, 1, 0]

X[144] <= 29.199
gini = 0.331

samples = 218
value = [173, 0, 1, 1, 0, 0, 43, 0, 0, 0]

X[134] <= -43.566
gini = 0.051

samples = 2308
value = [2248, 1, 1, 8, 0, 0, 50, 0, 0, 0]

X[41] <= 25.762
gini = 0.31

samples = 85
value = [69, 0, 0, 1, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[738] <= 111.551
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[342] <= 83.286
gini = 0.093

samples = 41
value = [39, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[10] <= -28.456
gini = 0.444
samples = 6

value = [2, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[48] <= 106.832
gini = 0.486

samples = 12
value = [7, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[508] <= -63.598
gini = 0.213

samples = 33
value = [4, 0, 0, 0, 0, 0, 29, 0, 0, 0]

X[9] <= 121.065
gini = 0.26

samples = 26
value = [22, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[301] <= -91.325
gini = 0.425

samples = 31
value = [23, 0, 0, 2, 2, 0, 4, 0, 0, 0]

X[548] <= 63.897
gini = 0.133

samples = 14
value = [1, 0, 0, 0, 0, 0, 13, 0, 0, 0]

X[185] <= 120.125
gini = 0.07

samples = 166
value = [160, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[705] <= 91.303
gini = 0.326

samples = 234
value = [186, 0, 0, 0, 0, 0, 48, 0, 0, 0]

X[515] <= -140.612
gini = 0.142

samples = 26
value = [24, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[719] <= 161.506
gini = 0.112

samples = 34
value = [1, 0, 0, 1, 0, 0, 32, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[315] <= 8.083
gini = 0.278

samples = 18
value = [15, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[751] <= -35.22
gini = 0.494

samples = 27
value = [6, 0, 0, 0, 0, 0, 18, 0, 3, 0]

X[427] <= -52.035
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[125] <= 138.133
gini = 0.058

samples = 101
value = [98, 0, 2, 0, 0, 0, 1, 0, 0, 0]

X[512] <= 115.897
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[70] <= 8.295
gini = 0.472

samples = 33
value = [6, 0, 1, 3, 0, 0, 23, 0, 0, 0]

X[125] <= 98.133
gini = 0.46

samples = 19
value = [13, 0, 1, 0, 0, 0, 5, 0, 0, 0]

X[442] <= 40.15
gini = 0.391

samples = 157
value = [117, 0, 4, 0, 0, 0, 36, 0, 0, 0]

X[667] <= 95.481
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 0, 0, 6, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[315] <= 37.083
gini = 0.625
samples = 4

value = [0, 0, 1, 0, 0, 0, 2, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 19

value = [0, 0, 19, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[436] <= -114.479
gini = 0.625
samples = 4

value = [0, 0, 0, 1, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 80

value = [0, 0, 0, 0, 0, 80, 0, 0, 0, 0]

X[691] <= 94.679
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[318] <= 9.863
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[493] <= -157.745
gini = 0.018

samples = 221
value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 219]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[505] <= 61.607
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[318] <= -116.637
gini = 0.293

samples = 148
value = [2, 0, 1, 2, 3, 7, 4, 4, 124, 1]

X[592] <= 3.435
gini = 0.763

samples = 26
value = [3, 0, 3, 0, 5, 0, 9, 0, 6, 0]

X[651] <= 19.408
gini = 0.498

samples = 17
value = [0, 0, 0, 0, 0, 8, 0, 0, 9, 0]

X[50] <= 32.807
gini = 0.049

samples = 2903
value = [6, 0, 9, 1, 10, 16, 21, 4, 2831, 5]

X[538] <= -35.295
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

X[158] <= 65.904
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 7, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

X[371] <= 26.571
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[243] <= 4.306
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[744] <= -83.488
gini = 0.5

samples = 6
value = [0, 1, 4, 0, 1, 0, 0, 0, 0, 0]

X[120] <= 6.703
gini = 0.406
samples = 8

value = [0, 0, 0, 1, 1, 0, 6, 0, 0, 0]

X[266] <= -37.681
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 1, 0]

X[778] <= -21.919
gini = 0.083

samples = 23
value = [0, 0, 22, 0, 0, 0, 1, 0, 0, 0]

X[579] <= -7.317
gini = 0.338

samples = 15
value = [12, 0, 0, 0, 0, 0, 2, 0, 1, 0]

X[326] <= -81.451
gini = 0.765

samples = 14
value = [1, 0, 2, 4, 3, 0, 4, 0, 0, 0]

X[712] <= -41.239
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

X[509] <= 154.476
gini = 0.133

samples = 28
value = [0, 0, 0, 0, 2, 0, 26, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[439] <= 95.188
gini = 0.408
samples = 7

value = [0, 0, 0, 0, 0, 0, 5, 0, 2, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[568] <= -13.739
gini = 0.169

samples = 66
value = [0, 0, 4, 0, 60, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[603] <= 57.866
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 1]

X[104] <= -51.593
gini = 0.362

samples = 33
value = [3, 0, 3, 1, 0, 0, 26, 0, 0, 0]

X[507] <= 166.223
gini = 0.746

samples = 35
value = [2, 0, 10, 2, 3, 0, 13, 0, 5, 0]

X[156] <= 0.427
gini = 0.665

samples = 73
value = [1, 0, 31, 0, 25, 1, 14, 0, 1, 0]

X[12] <= -51.093
gini = 0.395

samples = 65
value = [0, 0, 3, 0, 49, 0, 12, 0, 1, 0]

X[316] <= -36.668
gini = 0.563

samples = 39
value = [0, 0, 10, 0, 6, 0, 23, 0, 0, 0]

gini = 0.0
samples = 17

value = [0, 0, 17, 0, 0, 0, 0, 0, 0, 0]

X[637] <= -41.43
gini = 0.411

samples = 51
value = [0, 0, 5, 0, 38, 0, 8, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[640] <= 71.217
gini = 0.33

samples = 88
value = [0, 0, 71, 1, 11, 0, 5, 0, 0, 0]

X[453] <= 10.372
gini = 0.305

samples = 16
value = [0, 0, 3, 0, 13, 0, 0, 0, 0, 0]

X[43] <= 127.305
gini = 0.245

samples = 21
value = [0, 0, 18, 0, 3, 0, 0, 0, 0, 0]

X[357] <= 101.657
gini = 0.665

samples = 22
value = [0, 0, 7, 0, 8, 0, 7, 0, 0, 0]

X[540] <= 48.849
gini = 0.318

samples = 995
value = [1, 0, 91, 0, 812, 0, 88, 0, 3, 0]

X[188] <= 130.078
gini = 0.598

samples = 108
value = [0, 0, 36, 0, 56, 0, 16, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[122] <= 69.155
gini = 0.245
samples = 7

value = [6, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[309] <= 18.787
gini = 0.844

samples = 21
value = [1, 0, 3, 4, 2, 1, 3, 0, 5, 2]

X[262] <= 115.27
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[322] <= -39.965
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 166

value = [0, 0, 0, 0, 0, 0, 0, 0, 166, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[47] <= 19.366
gini = 0.5

samples = 2
value = [1, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[769] <= 30.015
gini = 0.578

samples = 92
value = [0, 0, 2, 42, 42, 0, 6, 0, 0, 0]

X[777] <= -8.832
gini = 0.724

samples = 114
value = [5, 0, 38, 3, 37, 0, 27, 0, 4, 0]

X[14] <= -47.023
gini = 0.38

samples = 304
value = [1, 0, 16, 16, 236, 0, 33, 0, 2, 0]

X[744] <= 77.512
gini = 0.67

samples = 34
value = [3, 0, 14, 2, 13, 0, 2, 0, 0, 0]

X[577] <= -23.374
gini = 0.72

samples = 5
value = [0, 0, 1, 2, 1, 0, 0, 0, 0, 1]

X[46] <= 12.775
gini = 0.212

samples = 43
value = [0, 0, 2, 0, 3, 0, 38, 0, 0, 0]

X[316] <= 128.832
gini = 0.585

samples = 77
value = [0, 0, 11, 2, 44, 0, 20, 0, 0, 0]

X[578] <= 83.217
gini = 0.524

samples = 24
value = [0, 0, 3, 2, 2, 0, 16, 0, 1, 0]

X[316] <= 120.332
gini = 0.653

samples = 22
value = [1, 0, 10, 1, 8, 0, 1, 0, 1, 0]

X[720] <= 59.285
gini = 0.452

samples = 260
value = [4, 0, 24, 1, 43, 0, 186, 0, 2, 0]

X[556] <= -66.191
gini = 0.627

samples = 38
value = [1, 0, 0, 4, 14, 0, 18, 0, 1, 0]

X[210] <= 115.542
gini = 0.057

samples = 1188
value = [0, 0, 5, 0, 30, 0, 1153, 0, 0, 0]

X[171] <= 16.12
gini = 0.497

samples = 75
value = [5, 0, 8, 3, 5, 0, 52, 0, 2, 0]

X[257] <= -0.143
gini = 0.798

samples = 19
value = [1, 1, 5, 5, 4, 0, 2, 0, 1, 0]

X[13] <= 1.629
gini = 0.584

samples = 52
value = [2, 0, 6, 1, 31, 0, 11, 0, 1, 0]

X[39] <= -81.157
gini = 0.616

samples = 22
value = [0, 0, 5, 0, 1, 0, 12, 0, 4, 0]

X[44] <= -31.084
gini = 0.656

samples = 91
value = [1, 0, 13, 1, 38, 0, 35, 0, 2, 1]

X[411] <= -34.654
gini = 0.204

samples = 63
value = [0, 0, 3, 0, 56, 0, 4, 0, 0, 0]

X[393] <= -9.892
gini = 0.333

samples = 194
value = [2, 0, 5, 1, 27, 0, 156, 0, 3, 0]

X[565] <= 133.768
gini = 0.445

samples = 20
value = [0, 0, 1, 0, 14, 0, 5, 0, 0, 0]

X[399] <= 67.104
gini = 0.405

samples = 40
value = [0, 0, 4, 0, 30, 0, 6, 0, 0, 0]

X[552] <= 99.991
gini = 0.593

samples = 143
value = [3, 0, 13, 0, 47, 0, 77, 0, 3, 0]

X[458] <= -106.323
gini = 0.449
samples = 7

value = [0, 0, 1, 5, 0, 0, 1, 0, 0, 0]

X[287] <= 76.673
gini = 0.486

samples = 12
value = [0, 0, 3, 0, 8, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[428] <= 90.242
gini = 0.653

samples = 31
value = [0, 0, 0, 14, 10, 0, 6, 0, 1, 0]

X[609] <= 129.982
gini = 0.332

samples = 49
value = [0, 0, 0, 9, 39, 0, 1, 0, 0, 0]

X[9] <= 38.565
gini = 0.086

samples = 67
value = [0, 0, 0, 1, 64, 0, 2, 0, 0, 0]

X[285] <= 51.029
gini = 0.444
samples = 3

value = [1, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[260] <= 130.514
gini = 0.684

samples = 14
value = [4, 0, 1, 0, 6, 0, 3, 0, 0, 0]

X[89] <= 47.943
gini = 0.165

samples = 11
value = [0, 0, 1, 0, 0, 0, 10, 0, 0, 0]

X[738] <= -80.449
gini = 0.667
samples = 3

value = [0, 1, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 10, 0, 0, 0, 0, 0]

X[605] <= -57.944
gini = 0.292

samples = 24
value = [2, 0, 0, 20, 0, 0, 2, 0, 0, 0]

X[764] <= -21.032
gini = 0.616

samples = 17
value = [1, 0, 2, 2, 10, 0, 1, 0, 1, 0]

X[154] <= 140.139
gini = 0.071

samples = 164
value = [1, 0, 0, 158, 4, 0, 1, 0, 0, 0]

X[7] <= 18.775
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

X[499] <= 18.373
gini = 0.219
samples = 8

value = [1, 0, 0, 7, 0, 0, 0, 0, 0, 0]

X[738] <= 155.551
gini = 0.528

samples = 29
value = [0, 0, 4, 4, 19, 0, 2, 0, 0, 0]

X[747] <= 186.172
gini = 0.234

samples = 23
value = [0, 0, 0, 20, 2, 0, 1, 0, 0, 0]

X[91] <= 142.077
gini = 0.56

samples = 5
value = [1, 0, 1, 0, 0, 0, 3, 0, 0, 0]

X[752] <= -6.711
gini = 0.462

samples = 13
value = [0, 0, 3, 0, 9, 0, 1, 0, 0, 0]

X[710] <= 3.499
gini = 0.617

samples = 33
value = [1, 0, 5, 1, 5, 0, 19, 0, 2, 0]

X[133] <= -40.461
gini = 0.501

samples = 121
value = [1, 0, 72, 1, 46, 0, 1, 0, 0, 0]

X[770] <= -39.656
gini = 0.666

samples = 47
value = [0, 0, 19, 6, 4, 0, 18, 0, 0, 0]

X[697] <= 23.458
gini = 0.558

samples = 22
value = [0, 0, 0, 0, 13, 0, 3, 0, 6, 0]

X[623] <= 91.6
gini = 0.613

samples = 42
value = [2, 0, 24, 1, 6, 0, 8, 0, 1, 0]

X[550] <= -105.12
gini = 0.444

samples = 173
value = [0, 0, 26, 3, 125, 0, 18, 0, 1, 0]

X[60] <= -1.606
gini = 0.645

samples = 22
value = [0, 0, 1, 5, 5, 0, 11, 0, 0, 0]

X[36] <= -27.545
gini = 0.46

samples = 10
value = [0, 0, 2, 0, 7, 0, 1, 0, 0, 0]

X[126] <= 51.949
gini = 0.262

samples = 408
value = [1, 0, 346, 0, 56, 0, 4, 0, 0, 1]

X[369] <= 39.845
gini = 0.5

samples = 16
value = [1, 0, 1, 1, 11, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[243] <= -8.194
gini = 0.293

samples = 64
value = [0, 0, 53, 0, 9, 0, 2, 0, 0, 0]

X[19] <= -6.909
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 5, 0, 1, 0, 0, 0]

X[104] <= 64.907
gini = 0.455

samples = 123
value = [2, 0, 18, 1, 88, 0, 13, 0, 1, 0]

X[733] <= 50.912
gini = 0.438

samples = 18
value = [0, 0, 13, 0, 3, 0, 2, 0, 0, 0]

X[502] <= -19.428
gini = 0.803

samples = 52
value = [5, 3, 5, 7, 18, 0, 8, 0, 6, 0]

X[608] <= 83.78
gini = 0.585

samples = 46
value = [2, 0, 17, 0, 3, 0, 24, 0, 0, 0]

X[356] <= 52.445
gini = 0.538

samples = 128
value = [0, 0, 30, 5, 81, 0, 8, 0, 4, 0]

X[129] <= 134.483
gini = 0.304

samples = 17
value = [0, 0, 14, 0, 2, 0, 1, 0, 0, 0]

X[200] <= -27.227
gini = 0.712

samples = 21
value = [3, 0, 7, 0, 1, 0, 8, 0, 2, 0]

X[549] <= -82.466
gini = 0.214

samples = 146
value = [0, 0, 129, 1, 7, 0, 8, 0, 1, 0]

X[260] <= 105.514
gini = 0.403

samples = 12
value = [0, 0, 2, 0, 1, 0, 9, 0, 0, 0]

X[213] <= 92.27
gini = 0.5

samples = 6
value = [0, 0, 3, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[636] <= 54.533
gini = 0.333

samples = 1787
value = [5, 1, 286, 9, 1430, 1, 49, 0, 6, 0]

X[745] <= -69.067
gini = 0.547

samples = 1049
value = [5, 0, 118, 5, 636, 0, 283, 0, 2, 0]

X[733] <= -28.588
gini = 0.508

samples = 273
value = [0, 0, 166, 9, 95, 0, 3, 0, 0, 0]

X[12] <= 86.907
gini = 0.452

samples = 195
value = [2, 0, 48, 2, 136, 0, 6, 0, 1, 0]

X[580] <= -82.689
gini = 0.676

samples = 30
value = [9, 0, 14, 1, 2, 0, 3, 0, 1, 0]

X[748] <= 27.826
gini = 0.746

samples = 35
value = [5, 0, 2, 14, 6, 0, 7, 0, 0, 1]

X[178] <= -49.774
gini = 0.444
samples = 3

value = [0, 1, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 15, 0, 0, 0, 0, 0, 0, 0]

X[328] <= 0.048
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 15, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[43] <= -27.195
gini = 0.198

samples = 113
value = [2, 0, 2, 101, 4, 0, 4, 0, 0, 0]

X[720] <= -12.215
gini = 0.5

samples = 6
value = [0, 0, 1, 1, 4, 0, 0, 0, 0, 0]

X[51] <= -0.982
gini = 0.379

samples = 13
value = [2, 0, 0, 1, 0, 0, 10, 0, 0, 0]

X[173] <= 139.88
gini = 0.628

samples = 11
value = [2, 0, 4, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[286] <= 169.083
gini = 0.492

samples = 22
value = [4, 0, 2, 1, 0, 0, 15, 0, 0, 0]

X[547] <= -42.915
gini = 0.298

samples = 11
value = [0, 2, 0, 9, 0, 0, 0, 0, 0, 0]

X[522] <= 50.917
gini = 0.776
samples = 7

value = [0, 1, 2, 0, 2, 0, 1, 0, 1, 0]

X[740] <= -78.49
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[549] <= -51.466
gini = 0.446

samples = 23
value = [6, 0, 0, 0, 0, 0, 16, 0, 1, 0]

X[656] <= 109.646
gini = 0.384

samples = 27
value = [20, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[8] <= 131.301
gini = 0.153

samples = 97
value = [89, 0, 0, 0, 1, 0, 7, 0, 0, 0]

X[572] <= -20.155
gini = 0.537

samples = 18
value = [10, 0, 1, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[683] <= -82.443
gini = 0.32

samples = 5
value = [0, 0, 4, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[630] <= -81.518
gini = 0.304

samples = 40
value = [33, 0, 3, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[46] <= 5.275
gini = 0.681

samples = 107
value = [32, 0, 26, 3, 1, 0, 44, 0, 1, 0]

X[35] <= -11.036
gini = 0.541

samples = 281
value = [44, 1, 32, 10, 5, 0, 182, 0, 6, 1]

X[152] <= -1.916
gini = 0.784

samples = 158
value = [6, 8, 39, 30, 29, 0, 45, 0, 1, 0]

X[136] <= -14.111
gini = 0.65

samples = 389
value = [28, 3, 184, 9, 23, 0, 133, 0, 9, 0]

X[451] <= 21.304
gini = 0.611
samples = 6

value = [1, 0, 3, 0, 0, 0, 0, 0, 0, 2]

X[210] <= -33.958
gini = 0.117

samples = 16
value = [1, 0, 0, 0, 0, 0, 0, 0, 15, 0]

X[759] <= 14.156
gini = 0.056

samples = 70
value = [0, 0, 68, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[369] <= 2.845
gini = 0.67

samples = 20
value = [1, 0, 1, 2, 10, 0, 5, 0, 0, 1]

X[79] <= 145.764
gini = 0.575

samples = 143
value = [19, 3, 87, 4, 2, 0, 27, 0, 1, 0]

X[162] <= 110.265
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[415] <= -19.677
gini = 0.451

samples = 88
value = [8, 0, 8, 1, 3, 0, 64, 0, 4, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 4, 0]

X[553] <= 118.649
gini = 0.245
samples = 7

value = [1, 0, 0, 0, 0, 0, 0, 0, 6, 0]

X[706] <= -8.397
gini = 0.665

samples = 39
value = [2, 1, 18, 1, 3, 0, 13, 0, 1, 0]

gini = 0.0
samples = 7

value = [7, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[83] <= 0.274
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 0, 2, 0]

gini = 0.0
samples = 87

value = [0, 0, 0, 0, 0, 0, 0, 0, 87, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[134] <= 13.934
gini = 0.702

samples = 33
value = [5, 0, 11, 0, 3, 1, 13, 0, 0, 0]

X[577] <= 20.626
gini = 0.219
samples = 8

value = [0, 0, 0, 0, 0, 0, 1, 0, 7, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[12] <= 23.407
gini = 0.197

samples = 56
value = [0, 0, 50, 0, 3, 0, 3, 0, 0, 0]

X[682] <= 88.755
gini = 0.68

samples = 10
value = [1, 0, 5, 0, 1, 1, 0, 0, 0, 2]

X[686] <= 113.125
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 1]

X[465] <= 24.824
gini = 0.648

samples = 16
value = [0, 0, 2, 0, 6, 0, 7, 0, 1, 0]

X[625] <= 132.966
gini = 0.187

samples = 49
value = [0, 0, 1, 0, 44, 0, 4, 0, 0, 0]

X[675] <= -3.225
gini = 0.667
samples = 3

value = [1, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 32

value = [0, 0, 0, 0, 0, 0, 32, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[762] <= 90.985
gini = 0.198
samples = 9

value = [1, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[711] <= -39.127
gini = 0.578

samples = 15
value = [0, 0, 3, 9, 1, 0, 2, 0, 0, 0]

X[730] <= 59.224
gini = 0.301

samples = 445
value = [2, 2, 367, 1, 9, 0, 61, 0, 3, 0]

X[622] <= 11.256
gini = 0.52

samples = 86
value = [0, 0, 45, 0, 2, 0, 39, 0, 0, 0]

X[596] <= -36.365
gini = 0.735
samples = 7

value = [0, 0, 0, 3, 1, 0, 1, 0, 1, 1]

X[173] <= -15.12
gini = 0.124

samples = 1620
value = [9, 1, 1515, 3, 34, 0, 58, 0, 0, 0]

X[105] <= 197.711
gini = 0.136

samples = 111
value = [1, 0, 103, 0, 1, 0, 6, 0, 0, 0]

X[15] <= 93.594
gini = 0.538

samples = 115
value = [1, 0, 71, 0, 13, 0, 30, 0, 0, 0]

X[468] <= 10.365
gini = 0.453

samples = 211
value = [0, 0, 146, 1, 10, 0, 54, 0, 0, 0]

X[536] <= 48.769
gini = 0.699

samples = 118
value = [21, 0, 36, 5, 3, 0, 49, 0, 4, 0]

X[499] <= 51.873
gini = 0.467

samples = 63
value = [0, 0, 10, 0, 44, 0, 9, 0, 0, 0]

X[470] <= 58.751
gini = 0.639

samples = 45
value = [1, 0, 23, 1, 10, 0, 10, 0, 0, 0]

X[106] <= -16.412
gini = 0.64

samples = 20
value = [1, 1, 2, 1, 4, 0, 11, 0, 0, 0]

X[15] <= -31.906
gini = 0.541

samples = 119
value = [1, 2, 75, 6, 7, 0, 28, 0, 0, 0]

X[99] <= 138.324
gini = 0.345

samples = 732
value = [3, 1, 584, 3, 63, 0, 78, 0, 0, 0]

X[658] <= 54.264
gini = 0.654

samples = 26
value = [1, 0, 8, 0, 5, 0, 12, 0, 0, 0]

X[421] <= -9.479
gini = 0.611
samples = 6

value = [2, 0, 3, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[40] <= -18.082
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 0, 0, 1, 0]

X[91] <= 44.077
gini = 0.183

samples = 61
value = [0, 0, 55, 1, 2, 0, 3, 0, 0, 0]

X[273] <= 28.843
gini = 0.667
samples = 3

value = [0, 0, 0, 0, 1, 0, 1, 0, 1, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[507] <= -6.777
gini = 0.408
samples = 7

value = [0, 0, 5, 0, 2, 0, 0, 0, 0, 0]

X[604] <= -96.669
gini = 0.265

samples = 20
value = [0, 0, 17, 0, 2, 0, 1, 0, 0, 0]

X[665] <= 15.409
gini = 0.643

samples = 14
value = [0, 0, 3, 0, 6, 0, 5, 0, 0, 0]

X[504] <= -6.193
gini = 0.271

samples = 67
value = [1, 0, 3, 2, 2, 0, 57, 0, 2, 0]

X[17] <= 1.847
gini = 0.668

samples = 63
value = [2, 0, 17, 1, 11, 0, 30, 0, 1, 1]

X[136] <= 56.389
gini = 0.355

samples = 23
value = [18, 0, 0, 0, 0, 0, 4, 0, 0, 1]

X[640] <= -36.783
gini = 0.531

samples = 14
value = [1, 1, 0, 0, 0, 0, 9, 0, 3, 0]

X[33] <= 9.916
gini = 0.725

samples = 34
value = [0, 1, 12, 0, 0, 2, 12, 0, 4, 3]

X[261] <= 133.964
gini = 0.355

samples = 23
value = [0, 0, 4, 0, 0, 0, 1, 0, 18, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[694] <= 193.091
gini = 0.004

samples = 1915
value = [0, 0, 0, 0, 0, 1911, 0, 1, 0, 3]

X[491] <= 77.353
gini = 0.11

samples = 205
value = [0, 0, 0, 0, 0, 193, 0, 12, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

gini = 0.0
samples = 40

value = [0, 0, 0, 0, 0, 0, 0, 40, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[281] <= 66.584
gini = 0.021

samples = 847
value = [0, 0, 0, 0, 0, 838, 0, 8, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 0, 14, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[387] <= -79.393
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[457] <= -129.394
gini = 0.623

samples = 17
value = [2, 0, 1, 1, 1, 10, 0, 0, 1, 1]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 7]

X[767] <= 0.947
gini = 0.346
samples = 9

value = [0, 7, 0, 2, 0, 0, 0, 0, 0, 0]

X[777] <= 1.668
gini = 0.124

samples = 15
value = [0, 0, 0, 14, 0, 0, 0, 0, 1, 0]

X[69] <= 122.528
gini = 0.106

samples = 36
value = [1, 0, 1, 0, 0, 0, 0, 0, 34, 0]

X[321] <= 0.458
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 0]

X[161] <= -70.75
gini = 0.667
samples = 3

value = [0, 0, 1, 1, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[409] <= -148.365
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 9, 0, 1, 0, 0, 0]

X[206] <= -27.234
gini = 0.582

samples = 14
value = [1, 0, 8, 0, 1, 0, 4, 0, 0, 0]

X[39] <= 96.343
gini = 0.32

samples = 5
value = [1, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[162] <= -50.735
gini = 0.169

samples = 22
value = [0, 0, 1, 0, 1, 0, 20, 0, 0, 0]

X[455] <= -98.876
gini = 0.64

samples = 5
value = [0, 0, 1, 2, 2, 0, 0, 0, 0, 0]

X[234] <= -98.336
gini = 0.14

samples = 27
value = [25, 0, 1, 0, 0, 0, 1, 0, 0, 0]

X[493] <= -136.245
gini = 0.145

samples = 38
value = [0, 0, 0, 0, 0, 35, 0, 3, 0, 0]

X[589] <= -6.566
gini = 0.408
samples = 7

value = [0, 0, 0, 0, 0, 2, 0, 5, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 0, 11, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[357] <= 30.157
gini = 0.611
samples = 6

value = [0, 0, 0, 0, 0, 3, 0, 1, 0, 2]

X[283] <= -6.359
gini = 0.031

samples = 129
value = [0, 0, 0, 0, 0, 127, 0, 1, 1, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 13, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[513] <= -32.61
gini = 0.473

samples = 13
value = [0, 0, 0, 0, 0, 8, 0, 5, 0, 0]

X[354] <= -148.463
gini = 0.108

samples = 160
value = [0, 0, 0, 0, 0, 6, 0, 151, 0, 3]

X[587] <= 0.743
gini = 0.475

samples = 20
value = [0, 0, 0, 0, 0, 2, 0, 14, 1, 3]

X[583] <= -75.724
gini = 0.26

samples = 13
value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 11]

gini = 0.0
samples = 17

value = [0, 0, 0, 0, 0, 0, 0, 0, 17, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[406] <= -133.16
gini = 0.048

samples = 41
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 40]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[48] <= 44.332
gini = 0.667
samples = 3

value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 1]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[216] <= 128.819
gini = 0.018

samples = 111
value = [0, 0, 0, 0, 0, 110, 0, 1, 0, 0]

X[623] <= -0.4
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 21

value = [0, 0, 0, 0, 0, 21, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

X[660] <= -70.135
gini = 0.143

samples = 159
value = [0, 0, 0, 0, 0, 4, 0, 147, 1, 7]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

gini = 0.0
samples = 21

value = [0, 0, 0, 0, 0, 21, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[621] <= -47.255
gini = 0.102

samples = 37
value = [0, 0, 0, 0, 0, 2, 0, 35, 0, 0]

X[399] <= 22.104
gini = 0.375
samples = 8

value = [0, 0, 0, 0, 0, 6, 0, 2, 0, 0]

X[321] <= -133.542
gini = 0.124

samples = 75
value = [0, 0, 0, 0, 0, 5, 0, 70, 0, 0]

X[519] <= -103.815
gini = 0.401

samples = 36
value = [0, 0, 0, 0, 0, 26, 0, 10, 0, 0]

X[558] <= -41.445
gini = 0.406

samples = 88
value = [0, 0, 0, 0, 0, 19, 0, 65, 0, 4]

X[209] <= -36.252
gini = 0.045

samples = 3713
value = [0, 0, 0, 0, 0, 70, 0, 3628, 4, 11]

X[223] <= 42.256
gini = 0.069

samples = 140
value = [0, 0, 0, 0, 0, 135, 0, 4, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[242] <= -112.841
gini = 0.236

samples = 603
value = [0, 0, 0, 0, 0, 20, 0, 524, 8, 51]

X[278] <= -5.867
gini = 0.426

samples = 18
value = [0, 0, 0, 0, 0, 1, 0, 4, 0, 13]

X[361] <= 15.588
gini = 0.298

samples = 117
value = [0, 0, 0, 0, 0, 10, 0, 97, 0, 10]

X[345] <= -95.264
gini = 0.572

samples = 232
value = [0, 0, 0, 0, 0, 19, 0, 104, 0, 109]

X[416] <= -4.226
gini = 0.133

samples = 28
value = [0, 0, 0, 0, 0, 26, 0, 0, 0, 2]

X[219] <= -44.949
gini = 0.625

samples = 46
value = [0, 0, 0, 0, 0, 12, 0, 11, 0, 23]

X[538] <= 2.705
gini = 0.043

samples = 136
value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 133]

X[567] <= 16.594
gini = 0.37

samples = 9
value = [0, 0, 0, 0, 0, 1, 0, 7, 0, 1]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 10, 0, 0, 0, 0]

X[221] <= 27.656
gini = 0.487

samples = 185
value = [0, 0, 0, 0, 0, 12, 1, 124, 3, 45]

gini = 0.0
samples = 27

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 27]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

gini = 0.0
samples = 117

value = [0, 0, 0, 0, 0, 0, 0, 0, 117, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[550] <= 110.38
gini = 0.008

samples = 772
value = [0, 0, 0, 0, 0, 769, 0, 1, 1, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 5]

X[272] <= 79.085
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

X[205] <= -53.165
gini = 0.444
samples = 3

value = [0, 1, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 0, 14, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[596] <= -39.865
gini = 0.139

samples = 176
value = [0, 0, 0, 0, 0, 163, 0, 3, 0, 10]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[219] <= -53.949
gini = 0.641

samples = 16
value = [0, 0, 1, 0, 0, 8, 0, 5, 1, 1]

X[438] <= -56.371
gini = 0.364

samples = 18
value = [0, 0, 0, 0, 0, 1, 0, 3, 0, 14]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

X[217] <= -82.928
gini = 0.18

samples = 51
value = [0, 0, 0, 0, 0, 1, 0, 46, 0, 4]

X[545] <= -4.17
gini = 0.571
samples = 7

value = [0, 0, 0, 0, 0, 2, 0, 4, 0, 1]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 10]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 102

value = [0, 0, 0, 102, 0, 0, 0, 0, 0, 0]

X[657] <= -5.363
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[680] <= 0.96
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

gini = 0.0
samples = 17

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 17]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[382] <= 102.451
gini = 0.053

samples = 111
value = [0, 0, 0, 0, 0, 0, 0, 108, 0, 3]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

X[780] <= 8.514
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 1]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 8, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 10]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[541] <= -136.474
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 1]

X[435] <= -89.05
gini = 0.114

samples = 347
value = [0, 0, 0, 0, 0, 2, 0, 19, 0, 326]

X[535] <= 74.694
gini = 0.24

samples = 153
value = [0, 0, 0, 0, 0, 2, 0, 19, 0, 132]

X[194] <= -8.184
gini = 0.492

samples = 76
value = [1, 0, 0, 0, 0, 2, 0, 48, 0, 25]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 11, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[632] <= -82.867
gini = 0.16

samples = 58
value = [0, 0, 0, 0, 0, 1, 0, 4, 0, 53]

X[222] <= 91.978
gini = 0.444
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 2]

X[157] <= -2.966
gini = 0.494
samples = 9

value = [4, 0, 0, 0, 0, 5, 0, 0, 0, 0]

X[642] <= -21.456
gini = 0.408

samples = 132
value = [0, 0, 0, 0, 0, 0, 0, 95, 1, 36]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 20

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 20]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[512] <= -74.603
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 2, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 12]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

X[46] <= 70.275
gini = 0.5

samples = 8
value = [4, 0, 0, 0, 0, 4, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 7]

X[462] <= 31.244
gini = 0.408

samples = 14
value = [0, 0, 0, 0, 0, 10, 0, 0, 0, 4]

X[436] <= -156.979
gini = 0.042

samples = 4293
value = [0, 0, 0, 0, 0, 17, 0, 75, 0, 4201]

X[216] <= 109.319
gini = 0.654

samples = 43
value = [2, 0, 1, 0, 0, 5, 0, 22, 2, 11]

X[183] <= -116.102
gini = 0.223

samples = 142
value = [0, 0, 0, 0, 0, 1, 0, 17, 0, 124]

X[266] <= 79.319
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 1, 0, 0, 0, 0]

X[410] <= -40.441
gini = 0.5

samples = 2
value = [0, 0, 1, 1, 0, 0, 0, 0, 0, 0]

X[188] <= 78.578
gini = 0.031

samples = 64
value = [0, 0, 0, 0, 0, 0, 0, 63, 0, 1]

X[585] <= 51.844
gini = 0.5

samples = 6
value = [0, 0, 0, 0, 0, 3, 0, 3, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 5]

X[446] <= 130.172
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 3, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 13, 0, 0, 0, 0]

X[510] <= 24.063
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 1]

X[165] <= 55.202
gini = 0.539

samples = 35
value = [0, 0, 0, 0, 0, 8, 0, 22, 1, 4]

X[488] <= -60.677
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 6]

X[165] <= 57.202
gini = 0.015

samples = 1371
value = [1, 0, 0, 1, 1, 5, 0, 1, 1361, 1]

X[485] <= -17.841
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 0, 0, 0, 0, 18, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[434] <= -40.956
gini = 0.722
samples = 6

value = [1, 0, 1, 2, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[467] <= -131.441
gini = 0.667
samples = 3

value = [1, 0, 0, 1, 0, 1, 0, 0, 0, 0]

X[99] <= -100.176
gini = 0.667
samples = 3

value = [0, 1, 1, 0, 0, 1, 0, 0, 0, 0]

X[721] <= 9.183
gini = 0.36

samples = 19
value = [1, 0, 0, 0, 2, 0, 15, 0, 1, 0]

X[257] <= -52.143
gini = 0.444
samples = 3

value = [0, 0, 2, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[101] <= -65.212
gini = 0.75

samples = 4
value = [1, 1, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[353] <= 86.601
gini = 0.444
samples = 3

value = [2, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[126] <= -106.551
gini = 0.002

samples = 4891
value = [0, 4886, 0, 2, 2, 0, 1, 0, 0, 0]

X[771] <= -32.711
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 7, 0, 0, 0, 0, 0, 0]

X[742] <= -36.819
gini = 0.193

samples = 37
value = [0, 4, 0, 33, 0, 0, 0, 0, 0, 0]

X[377] <= 64.749
gini = 0.332

samples = 19
value = [0, 15, 0, 4, 0, 0, 0, 0, 0, 0]

X[127] <= -89.183
gini = 0.063

samples = 277
value = [1, 8, 0, 268, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[767] <= -49.553
gini = 0.667
samples = 3

value = [0, 0, 0, 1, 0, 1, 0, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 5, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[578] <= -34.283
gini = 0.016

samples = 368
value = [0, 365, 0, 1, 0, 0, 1, 0, 1, 0]

X[663] <= -91.354
gini = 0.612
samples = 7

value = [1, 4, 0, 0, 0, 1, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[349] <= -54.13
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 25

value = [0, 0, 0, 25, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[327] <= -129.797
gini = 0.291

samples = 61
value = [5, 3, 1, 51, 0, 0, 1, 0, 0, 0]

X[241] <= -32.061
gini = 0.362

samples = 31
value = [1, 24, 0, 6, 0, 0, 0, 0, 0, 0]

X[570] <= -138.84
gini = 0.058

samples = 2495
value = [15, 44, 2, 2421, 1, 0, 10, 0, 2, 0]

X[123] <= -36.787
gini = 0.344

samples = 270
value = [39, 5, 0, 215, 4, 0, 6, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 15

value = [15, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[353] <= -30.899
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 0, 0, 2, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

X[355] <= 9.307
gini = 0.593

samples = 56
value = [8, 4, 1, 34, 6, 1, 1, 0, 1, 0]

X[301] <= -104.825
gini = 0.704

samples = 40
value = [18, 2, 0, 6, 3, 0, 10, 0, 1, 0]

X[268] <= -114.991
gini = 0.735

samples = 14
value = [1, 0, 1, 0, 1, 0, 6, 2, 3, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 4, 0, 0, 0, 0, 0, 0]

X[245] <= -30.044
gini = 0.272

samples = 66
value = [1, 0, 1, 3, 56, 0, 5, 0, 0, 0]

gini = 0.0
samples = 200

value = [0, 200, 0, 0, 0, 0, 0, 0, 0, 0]

X[483] <= -48.52
gini = 0.688
samples = 8

value = [0, 1, 0, 3, 3, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 6, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[683] <= 62.557
gini = 0.219
samples = 8

value = [1, 0, 0, 7, 0, 0, 0, 0, 0, 0]

X[319] <= -68.405
gini = 0.611
samples = 6

value = [0, 2, 0, 0, 1, 0, 3, 0, 0, 0]

X[538] <= -83.795
gini = 0.205

samples = 116
value = [0, 1, 0, 103, 9, 0, 1, 0, 2, 0]

X[513] <= -60.61
gini = 0.676

samples = 218
value = [20, 13, 3, 113, 39, 0, 22, 0, 8, 0]

X[100] <= 133.009
gini = 0.18

samples = 10
value = [1, 0, 0, 0, 0, 0, 9, 0, 0, 0]

X[686] <= 141.125
gini = 0.117

samples = 16
value = [15, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[41] <= 28.262
gini = 0.5

samples = 6
value = [0, 0, 0, 1, 4, 0, 0, 0, 1, 0]

X[375] <= -70.262
gini = 0.08

samples = 48
value = [0, 0, 0, 46, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 0, 0, 0, 11, 0]

X[270] <= -76.719
gini = 0.464

samples = 393
value = [6, 0, 2, 95, 271, 0, 18, 0, 1, 0]

X[692] <= -13.028
gini = 0.544

samples = 21
value = [10, 0, 0, 10, 0, 0, 1, 0, 0, 0]

X[147] <= -15.394
gini = 0.156

samples = 47
value = [0, 43, 0, 4, 0, 0, 0, 0, 0, 0]

X[373] <= 72.691
gini = 0.381

samples = 288
value = [22, 23, 2, 224, 10, 0, 7, 0, 0, 0]

X[205] <= 9.335
gini = 0.679

samples = 127
value = [47, 8, 1, 50, 1, 0, 20, 0, 0, 0]

X[439] <= 38.188
gini = 0.544

samples = 40
value = [3, 1, 2, 26, 6, 0, 2, 0, 0, 0]

X[684] <= -32.297
gini = 0.042

samples = 472
value = [3, 0, 1, 462, 5, 0, 1, 0, 0, 0]

X[134] <= -29.066
gini = 0.298

samples = 265
value = [10, 4, 5, 221, 13, 0, 11, 0, 1, 0]

X[326] <= -20.951
gini = 0.567

samples = 169
value = [0, 3, 1, 91, 63, 0, 10, 0, 1, 0]

X[262] <= -45.23
gini = 0.722
samples = 6

value = [2, 0, 1, 2, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 31

value = [0, 0, 0, 0, 0, 31, 0, 0, 0, 0]

X[743] <= -32.31
gini = 0.582

samples = 14
value = [0, 0, 0, 4, 1, 8, 0, 0, 0, 1]

X[322] <= -20.965
gini = 0.145

samples = 38
value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 35]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 4, 0]

X[771] <= 101.789
gini = 0.79

samples = 18
value = [3, 1, 1, 4, 0, 0, 6, 0, 1, 2]

gini = 0.0
samples = 3

value = [0, 3, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[317] <= 98.531
gini = 0.667
samples = 6

value = [1, 0, 0, 1, 0, 0, 3, 0, 1, 0]

X[539] <= 131.467
gini = 0.141

samples = 134
value = [6, 1, 0, 124, 1, 0, 2, 0, 0, 0]

X[602] <= -48.715
gini = 0.667
samples = 6

value = [1, 3, 0, 0, 0, 0, 1, 0, 1, 0]

X[777] <= 43.168
gini = 0.165

samples = 11
value = [1, 0, 0, 10, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [7, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[290] <= 106.486
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 0, 0, 2, 0, 0, 0]

X[604] <= -110.669
gini = 0.75

samples = 4
value = [1, 0, 1, 0, 1, 1, 0, 0, 0, 0]

gini = 0.0
samples = 25

value = [0, 0, 0, 25, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 9, 0, 0, 0, 0, 0, 0, 0, 0]

X[356] <= -64.555
gini = 0.749

samples = 105
value = [43, 7, 2, 18, 6, 3, 22, 0, 4, 0]

X[98] <= 57.395
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 18, 0, 0, 0, 0, 0, 0]

X[766] <= 79.266
gini = 0.76

samples = 48
value = [3, 3, 17, 5, 14, 0, 5, 0, 1, 0]

X[550] <= 93.38
gini = 0.365

samples = 100
value = [1, 0, 4, 8, 79, 0, 4, 0, 4, 0]

gini = 0.0
samples = 12

value = [0, 12, 0, 0, 0, 0, 0, 0, 0, 0]

X[766] <= 95.766
gini = 0.676

samples = 236
value = [98, 11, 2, 44, 1, 0, 80, 0, 0, 0]

X[539] <= 139.967
gini = 0.302

samples = 195
value = [161, 2, 0, 9, 0, 0, 23, 0, 0, 0]

X[299] <= -100.577
gini = 0.609

samples = 178
value = [92, 0, 0, 30, 1, 0, 55, 0, 0, 0]

X[41] <= -108.238
gini = 0.651

samples = 281
value = [128, 15, 1, 26, 6, 0, 101, 0, 4, 0]

X[773] <= 99.028
gini = 0.521

samples = 256
value = [68, 3, 7, 13, 2, 0, 163, 0, 0, 0]

X[748] <= 101.326
gini = 0.51

samples = 31
value = [2, 0, 4, 1, 21, 0, 0, 0, 3, 0]

X[42] <= -19.582
gini = 0.73

samples = 136
value = [15, 8, 2, 46, 13, 0, 49, 0, 3, 0]

X[92] <= -64.492
gini = 0.077

samples = 25
value = [24, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[560] <= -6.152
gini = 0.301

samples = 61
value = [10, 0, 0, 1, 0, 0, 50, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[99] <= 128.324
gini = 0.342

samples = 32
value = [25, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[355] <= 7.807
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 0, 4, 0, 1, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[427] <= 11.465
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

X[150] <= 29.515
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[238] <= 97.981
gini = 0.073

samples = 211
value = [7, 0, 0, 0, 1, 0, 203, 0, 0, 0]

X[124] <= 123.495
gini = 0.56

samples = 5
value = [3, 0, 0, 0, 1, 0, 1, 0, 0, 0]

X[262] <= 30.27
gini = 0.355

samples = 26
value = [20, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[748] <= -35.174
gini = 0.483

samples = 27
value = [11, 0, 0, 0, 0, 0, 16, 0, 0, 0]

X[67] <= 147.207
gini = 0.091

samples = 42
value = [2, 0, 0, 0, 0, 0, 40, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[317] <= 32.031
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

X[273] <= 74.843
gini = 0.461

samples = 36
value = [23, 0, 0, 0, 0, 0, 13, 0, 0, 0]

X[485] <= 103.159
gini = 0.106

samples = 196
value = [185, 0, 0, 0, 0, 0, 11, 0, 0, 0]

X[469] <= -84.504
gini = 0.511

samples = 29
value = [17, 0, 1, 0, 0, 0, 11, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 9, 0, 0, 0]

X[765] <= -15.453
gini = 0.091

samples = 42
value = [40, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[244] <= 125.527
gini = 0.375
samples = 4

value = [1, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[595] <= 82.556
gini = 0.219
samples = 8

value = [0, 0, 0, 1, 0, 0, 7, 0, 0, 0]

X[413] <= -116.053
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[540] <= -17.651
gini = 0.57

samples = 20
value = [7, 0, 0, 1, 1, 0, 11, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [9, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[765] <= 142.047
gini = 0.1

samples = 38
value = [2, 0, 0, 36, 0, 0, 0, 0, 0, 0]

X[547] <= 49.085
gini = 0.625
samples = 4

value = [2, 0, 0, 0, 0, 0, 1, 0, 1, 0]

X[693] <= -35.083
gini = 0.444
samples = 3

value = [2, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[708] <= 138.675
gini = 0.656
samples = 8

value = [2, 0, 0, 3, 0, 0, 3, 0, 0, 0]

X[763] <= 79.911
gini = 0.271

samples = 39
value = [33, 0, 0, 2, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

X[581] <= -40.282
gini = 0.56

samples = 5
value = [0, 0, 0, 1, 3, 0, 0, 0, 1, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 15, 0, 0, 0]

X[11] <= 78.081
gini = 0.654

samples = 63
value = [23, 0, 2, 7, 3, 0, 28, 0, 0, 0]

X[66] <= -75.385
gini = 0.213

samples = 33
value = [29, 0, 0, 0, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[493] <= -88.745
gini = 0.584

samples = 33
value = [15, 0, 1, 1, 0, 0, 15, 0, 1, 0]

X[549] <= 55.034
gini = 0.268

samples = 46
value = [5, 0, 1, 1, 0, 0, 39, 0, 0, 0]

X[67] <= 125.207
gini = 0.4

samples = 47
value = [34, 0, 0, 0, 0, 0, 13, 0, 0, 0]

X[235] <= 99.631
gini = 0.219
samples = 8

value = [0, 0, 0, 1, 0, 0, 7, 0, 0, 0]

X[509] <= -81.024
gini = 0.667
samples = 6

value = [3, 1, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[437] <= -96.796
gini = 0.111

samples = 17
value = [0, 0, 0, 16, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[709] <= -87.494
gini = 0.215

samples = 185
value = [163, 0, 0, 5, 0, 0, 17, 0, 0, 0]

X[677] <= -54.217
gini = 0.391

samples = 100
value = [76, 0, 2, 5, 0, 0, 17, 0, 0, 0]

X[107] <= 49.236
gini = 0.574

samples = 88
value = [41, 0, 3, 3, 1, 0, 40, 0, 0, 0]

X[60] <= -1.606
gini = 0.38

samples = 37
value = [8, 0, 0, 1, 0, 0, 28, 0, 0, 0]

X[38] <= 5.799
gini = 0.43

samples = 11
value = [8, 0, 1, 0, 0, 0, 2, 0, 0, 0]

X[468] <= -85.635
gini = 0.375

samples = 16
value = [4, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[567] <= -82.906
gini = 0.206

samples = 478
value = [423, 0, 1, 3, 0, 0, 50, 0, 1, 0]

X[8] <= 49.801
gini = 0.062

samples = 2393
value = [2317, 1, 1, 9, 0, 0, 65, 0, 0, 0]

X[154] <= 74.639
gini = 0.625
samples = 4

value = [0, 0, 2, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[205] <= 109.335
gini = 0.375
samples = 4

value = [0, 0, 0, 3, 0, 0, 1, 0, 0, 0]

X[87] <= 61.066
gini = 0.223

samples = 47
value = [41, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[315] <= 2.583
gini = 0.369

samples = 45
value = [11, 0, 0, 0, 0, 0, 34, 0, 0, 0]

X[380] <= 70.082
gini = 0.366

samples = 29
value = [22, 0, 0, 0, 0, 0, 7, 0, 0, 0]

X[330] <= -11.794
gini = 0.569

samples = 45
value = [24, 0, 0, 2, 2, 0, 17, 0, 0, 0]

X[300] <= 15.204
gini = 0.234

samples = 400
value = [346, 0, 0, 0, 0, 0, 54, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[98] <= 137.395
gini = 0.245

samples = 28
value = [24, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[454] <= 161.841
gini = 0.205

samples = 36
value = [1, 0, 2, 1, 0, 0, 32, 0, 0, 0]

X[34] <= 4.643
gini = 0.56

samples = 45
value = [21, 0, 0, 0, 0, 0, 21, 0, 3, 0]

X[331] <= 99.234
gini = 0.56

samples = 5
value = [1, 0, 0, 1, 0, 0, 3, 0, 0, 0]

X[161] <= 159.25
gini = 0.093

samples = 104
value = [99, 0, 2, 0, 0, 0, 3, 0, 0, 0]

X[41] <= 79.762
gini = 0.572

samples = 52
value = [19, 0, 2, 3, 0, 0, 28, 0, 0, 0]

X[620] <= -50.366
gini = 0.425

samples = 164
value = [117, 0, 4, 0, 0, 0, 42, 0, 1, 0]

X[442] <= -91.35
gini = 0.694
samples = 7

value = [0, 0, 1, 3, 0, 0, 2, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 5, 0, 0, 0, 0, 0]

X[307] <= 116.212
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 0, 3, 0, 1, 0]

X[54] <= 3.532
gini = 0.095

samples = 20
value = [0, 0, 19, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[542] <= 14.769
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[386] <= -95.352
gini = 0.722
samples = 6

value = [0, 2, 0, 1, 1, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[663] <= 111.646
gini = 0.024

samples = 82
value = [0, 0, 0, 0, 0, 81, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 17

value = [0, 0, 0, 0, 0, 17, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[135] <= 35.467
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[342] <= -35.714
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[357] <= 54.657
gini = 0.667
samples = 3

value = [0, 0, 0, 0, 1, 1, 0, 1, 0, 0]

X[411] <= -67.154
gini = 0.027

samples = 222
value = [0, 0, 0, 0, 0, 2, 0, 1, 0, 219]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 0, 18, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[445] <= -50.695
gini = 0.667
samples = 3

value = [1, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 0, 0, 10, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[149] <= 8.346
gini = 0.43

samples = 174
value = [5, 0, 4, 2, 8, 7, 13, 4, 130, 1]

X[459] <= -155.079
gini = 0.054

samples = 2920
value = [6, 0, 9, 1, 10, 24, 21, 4, 2840, 5]

X[509] <= -30.024
gini = 0.444

samples = 12
value = [0, 0, 4, 0, 8, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 6, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 5, 0]

X[328] <= 56.548
gini = 0.5

samples = 6
value = [4, 1, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[291] <= 55.18
gini = 0.219
samples = 8

value = [0, 0, 0, 0, 7, 0, 0, 0, 1, 0]

X[265] <= 49.365
gini = 0.519
samples = 9

value = [1, 0, 6, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[48] <= -24.668
gini = 0.406
samples = 8

value = [6, 0, 0, 0, 0, 1, 1, 0, 0, 0]

X[93] <= -65.727
gini = 0.704

samples = 14
value = [0, 1, 4, 1, 2, 0, 6, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[239] <= -120.653
gini = 0.221

samples = 25
value = [0, 0, 22, 0, 1, 0, 1, 0, 1, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 0, 0, 14, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[96] <= -103.93
gini = 0.721

samples = 29
value = [13, 0, 2, 4, 3, 0, 6, 0, 1, 0]

X[547] <= -88.915
gini = 0.238

samples = 30
value = [0, 0, 0, 1, 3, 0, 26, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 7, 0, 0, 0, 0, 0, 0, 0]

X[584] <= -53.917
gini = 0.62

samples = 10
value = [3, 0, 0, 0, 0, 0, 5, 0, 2, 0]

X[722] <= 192.051
gini = 0.408
samples = 7

value = [0, 0, 2, 0, 5, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[521] <= 77.835
gini = 0.213

samples = 68
value = [0, 0, 6, 0, 60, 0, 2, 0, 0, 0]

X[520] <= 8.714
gini = 0.625
samples = 4

value = [0, 0, 0, 1, 0, 0, 2, 0, 0, 1]

X[624] <= 30.451
gini = 0.62

samples = 68
value = [5, 0, 13, 3, 3, 0, 39, 0, 5, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 0, 0, 10, 0]

X[415] <= -45.177
gini = 0.616

samples = 138
value = [1, 0, 34, 0, 74, 1, 26, 0, 2, 0]

X[46] <= -40.225
gini = 0.587

samples = 56
value = [0, 0, 27, 0, 6, 0, 23, 0, 0, 0]

X[47] <= 0.366
gini = 0.487

samples = 56
value = [0, 0, 10, 0, 38, 0, 8, 0, 0, 0]

X[400] <= 87.306
gini = 0.438

samples = 104
value = [0, 0, 74, 1, 24, 0, 5, 0, 0, 0]

X[551] <= 26.058
gini = 0.57

samples = 43
value = [0, 0, 25, 0, 11, 0, 7, 0, 0, 0]

X[546] <= 91.002
gini = 0.359

samples = 1103
value = [1, 0, 127, 0, 868, 0, 104, 0, 3, 0]

X[161] <= -57.25
gini = 0.198
samples = 9

value = [1, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[527] <= -83.838
gini = 0.842

samples = 28
value = [7, 0, 3, 4, 2, 1, 4, 0, 5, 2]

gini = 0.0
samples = 25

value = [0, 0, 0, 0, 0, 0, 0, 0, 25, 0]

X[495] <= 49.974
gini = 0.5

samples = 6
value = [1, 0, 0, 0, 1, 0, 4, 0, 0, 0]

X[302] <= 86.923
gini = 0.64

samples = 5
value = [2, 0, 0, 0, 0, 0, 1, 0, 2, 0]

X[467] <= 116.059
gini = 0.012

samples = 167
value = [0, 0, 0, 0, 0, 0, 0, 0, 166, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[595] <= 16.556
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

X[210] <= -28.958
gini = 0.667
samples = 3

value = [1, 0, 1, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 92

value = [0, 0, 0, 0, 0, 0, 0, 0, 92, 0]

X[677] <= -55.217
gini = 0.741

samples = 206
value = [5, 0, 40, 45, 79, 0, 33, 0, 4, 0]

X[776] <= 80.424
gini = 0.436

samples = 338
value = [4, 0, 30, 18, 249, 0, 35, 0, 2, 0]

X[289] <= -40.953
gini = 0.36

samples = 48
value = [0, 0, 3, 2, 4, 0, 38, 0, 0, 1]

X[62] <= -21.554
gini = 0.645

samples = 101
value = [0, 0, 14, 4, 46, 0, 36, 0, 1, 0]

X[92] <= -37.492
gini = 0.513

samples = 282
value = [5, 0, 34, 2, 51, 0, 187, 0, 3, 0]

X[649] <= -61.785
gini = 0.086

samples = 1226
value = [1, 0, 5, 4, 44, 0, 1171, 0, 1, 0]

X[17] <= -39.653
gini = 0.629

samples = 94
value = [6, 1, 13, 8, 9, 0, 54, 0, 3, 0]

X[134] <= 2.934
gini = 0.689

samples = 74
value = [2, 0, 11, 1, 32, 0, 23, 0, 5, 0]

X[648] <= 137.404
gini = 0.552

samples = 154
value = [1, 0, 16, 1, 94, 0, 39, 0, 2, 1]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 0, 0, 0, 0, 16, 0]

X[123] <= 112.213
gini = 0.396

samples = 214
value = [2, 0, 6, 1, 41, 0, 161, 0, 3, 0]

X[381] <= 39.719
gini = 0.608

samples = 183
value = [3, 0, 17, 0, 77, 0, 83, 0, 3, 0]

X[314] <= -42.999
gini = 0.698

samples = 19
value = [0, 0, 4, 5, 8, 0, 2, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 0, 14, 0, 0, 0]

X[383] <= -61.534
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 21

value = [0, 0, 0, 21, 0, 0, 0, 0, 0, 0]

X[16] <= 27.973
gini = 0.534

samples = 80
value = [0, 0, 0, 23, 49, 0, 7, 0, 1, 0]

X[544] <= 85.846
gini = 0.161

samples = 70
value = [1, 0, 0, 3, 64, 0, 2, 0, 0, 0]

X[690] <= -76.558
gini = 0.375
samples = 8

value = [2, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[75] <= 83.761
gini = 0.64

samples = 25
value = [4, 0, 2, 0, 6, 0, 13, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

X[358] <= -47.902
gini = 0.667
samples = 6

value = [0, 1, 0, 1, 1, 0, 3, 0, 0, 0]

X[236] <= 47.334
gini = 0.165

samples = 11
value = [1, 0, 0, 0, 10, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[189] <= 41.656
gini = 0.639

samples = 41
value = [3, 0, 2, 22, 10, 0, 3, 0, 1, 0]

X[304] <= -60.393
gini = 0.104

samples = 167
value = [1, 0, 2, 158, 4, 0, 2, 0, 0, 0]

X[549] <= 22.034
gini = 0.633

samples = 37
value = [1, 0, 4, 11, 19, 0, 2, 0, 0, 0]

X[35] <= 35.464
gini = 0.462

samples = 28
value = [1, 0, 1, 20, 2, 0, 4, 0, 0, 0]

X[713] <= -62.106
gini = 0.685

samples = 46
value = [1, 0, 8, 1, 14, 0, 20, 0, 2, 0]

X[63] <= -16.407
gini = 0.603

samples = 168
value = [1, 0, 91, 7, 50, 0, 19, 0, 0, 0]

X[146] <= -36.795
gini = 0.729

samples = 64
value = [2, 0, 24, 1, 19, 0, 11, 0, 7, 0]

X[63] <= 66.093
gini = 0.513

samples = 195
value = [0, 0, 27, 8, 130, 0, 29, 0, 1, 0]

X[188] <= -59.922
gini = 0.284

samples = 418
value = [1, 0, 348, 0, 63, 0, 5, 0, 0, 1]

X[681] <= 8.017
gini = 0.62

samples = 20
value = [1, 0, 5, 1, 11, 0, 2, 0, 0, 0]

X[668] <= 38.066
gini = 0.385

samples = 70
value = [0, 0, 53, 0, 14, 0, 3, 0, 0, 0]

X[18] <= -2.619
gini = 0.524

samples = 141
value = [2, 0, 31, 1, 91, 0, 15, 0, 1, 0]

X[216] <= 106.319
gini = 0.782

samples = 98
value = [7, 3, 22, 7, 21, 0, 32, 0, 6, 0]

X[434] <= 89.044
gini = 0.574

samples = 145
value = [0, 0, 44, 5, 83, 0, 9, 0, 4, 0]

X[39] <= 7.343
gini = 0.325

samples = 167
value = [3, 0, 136, 1, 8, 0, 16, 0, 3, 0]

X[549] <= 66.534
gini = 0.623

samples = 18
value = [0, 0, 5, 0, 4, 0, 9, 0, 0, 0]

gini = 0.0
samples = 66

value = [0, 0, 0, 0, 0, 0, 0, 0, 66, 0]

X[288] <= 4.527
gini = 0.444
samples = 6

value = [0, 0, 4, 0, 2, 0, 0, 0, 0, 0]

X[105] <= -5.289
gini = 0.435

samples = 2836
value = [10, 1, 404, 14, 2066, 1, 332, 0, 8, 0]

X[664] <= 108.551
gini = 0.546

samples = 468
value = [2, 0, 214, 11, 231, 0, 9, 0, 1, 0]

X[16] <= -17.027
gini = 0.8

samples = 65
value = [14, 0, 16, 15, 8, 0, 10, 0, 1, 1]

X[430] <= -7.188
gini = 0.29

samples = 18
value = [0, 1, 15, 0, 0, 0, 2, 0, 0, 0]

X[129] <= -79.017
gini = 0.215

samples = 17
value = [0, 0, 0, 1, 0, 0, 15, 0, 1, 0]

X[402] <= 83.683
gini = 0.444
samples = 3

value = [1, 0, 2, 0, 0, 0, 0, 0, 0, 0]

X[565] <= 82.268
gini = 0.259

samples = 119
value = [2, 0, 3, 102, 8, 0, 4, 0, 0, 0]

X[261] <= 57.964
gini = 0.708

samples = 24
value = [4, 0, 4, 6, 0, 0, 10, 0, 0, 0]

X[147] <= -2.394
gini = 0.565

samples = 26
value = [8, 0, 2, 1, 0, 0, 15, 0, 0, 0]

X[299] <= 66.923
gini = 0.691

samples = 18
value = [0, 3, 2, 9, 2, 0, 1, 0, 1, 0]

X[208] <= -74.365
gini = 0.531
samples = 8

value = [2, 0, 5, 0, 0, 0, 0, 0, 0, 1]

X[598] <= 11.1
gini = 0.518

samples = 50
value = [26, 0, 0, 0, 0, 0, 23, 0, 1, 0]

X[359] <= 7.937
gini = 0.244

samples = 115
value = [99, 0, 1, 0, 1, 0, 14, 0, 0, 0]

X[427] <= 121.465
gini = 0.408
samples = 7

value = [2, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[716] <= -40.62
gini = 0.593
samples = 9

value = [0, 0, 4, 1, 0, 0, 4, 0, 0, 0]

X[468] <= 110.865
gini = 0.38

samples = 43
value = [33, 0, 3, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 0, 0, 10, 0]

X[412] <= -43.271
gini = 0.598

samples = 388
value = [76, 1, 58, 13, 6, 0, 226, 0, 7, 1]

X[201] <= -15.777
gini = 0.709

samples = 547
value = [34, 11, 223, 39, 52, 0, 178, 0, 10, 0]

X[624] <= 68.951
gini = 0.5

samples = 22
value = [2, 0, 3, 0, 0, 0, 0, 0, 15, 2]

X[154] <= 119.639
gini = 0.106

samples = 72
value = [0, 0, 68, 0, 3, 0, 1, 0, 0, 0]

X[106] <= -15.412
gini = 0.648

samples = 163
value = [20, 3, 88, 6, 12, 0, 32, 0, 1, 1]

X[707] <= 6.262
gini = 0.625
samples = 4

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 1]

gini = 0.0
samples = 11

value = [11, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[305] <= 147.813
gini = 0.492

samples = 92
value = [8, 0, 8, 1, 3, 0, 64, 0, 8, 0]

X[39] <= -98.657
gini = 0.734

samples = 46
value = [3, 1, 18, 1, 3, 0, 13, 0, 7, 0]

X[622] <= 31.756
gini = 0.46

samples = 10
value = [7, 0, 0, 0, 0, 1, 0, 0, 2, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 4

value = [4, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[498] <= 135.471
gini = 0.044

samples = 89
value = [0, 0, 0, 0, 0, 0, 2, 0, 87, 0]

X[189] <= 130.656
gini = 0.48

samples = 5
value = [0, 0, 2, 0, 0, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 9]

X[421] <= 23.521
gini = 0.761

samples = 41
value = [5, 0, 11, 0, 3, 1, 14, 0, 7, 0]

X[189] <= -48.344
gini = 0.247

samples = 58
value = [0, 0, 50, 0, 3, 0, 5, 0, 0, 0]

X[552] <= -80.009
gini = 0.758

samples = 16
value = [1, 0, 5, 0, 1, 1, 5, 0, 0, 3]

X[761] <= 22.243
gini = 0.377

samples = 65
value = [0, 0, 3, 0, 50, 0, 11, 0, 1, 0]

X[593] <= 65.949
gini = 0.72

samples = 5
value = [1, 0, 2, 1, 0, 0, 1, 0, 0, 0]

X[556] <= 174.309
gini = 0.059

samples = 33
value = [0, 0, 0, 0, 1, 0, 32, 0, 0, 0]

X[17] <= -27.153
gini = 0.667

samples = 24
value = [1, 0, 3, 9, 1, 0, 10, 0, 0, 0]

X[87] <= -0.934
gini = 0.362

samples = 531
value = [2, 2, 412, 1, 11, 0, 100, 0, 3, 0]

X[314] <= -67.999
gini = 0.131

samples = 1627
value = [9, 1, 1515, 6, 35, 0, 59, 0, 1, 1]

X[581] <= 15.218
gini = 0.378

samples = 226
value = [2, 0, 174, 0, 14, 0, 36, 0, 0, 0]

X[738] <= 28.551
gini = 0.59

samples = 329
value = [21, 0, 182, 6, 13, 0, 103, 0, 4, 0]

X[62] <= 31.446
gini = 0.626

samples = 108
value = [1, 0, 33, 1, 54, 0, 19, 0, 0, 0]

X[17] <= 22.847
gini = 0.605

samples = 139
value = [2, 3, 77, 7, 11, 0, 39, 0, 0, 0]

X[142] <= -1.739
gini = 0.368

samples = 758
value = [4, 1, 592, 3, 68, 0, 90, 0, 0, 0]

X[377] <= -42.25
gini = 0.716
samples = 9

value = [2, 0, 3, 0, 0, 1, 0, 0, 0, 3]

X[398] <= 127.561
gini = 0.272

samples = 13
value = [0, 0, 0, 0, 1, 0, 11, 0, 1, 0]

X[169] <= 0.704
gini = 0.255

samples = 64
value = [0, 0, 55, 1, 3, 0, 4, 0, 1, 0]

X[65] <= 134.633
gini = 0.602

samples = 14
value = [0, 0, 5, 0, 2, 0, 7, 0, 0, 0]

X[427] <= -29.035
gini = 0.567

samples = 34
value = [0, 0, 20, 0, 8, 0, 6, 0, 0, 0]

X[42] <= 70.918
gini = 0.517

samples = 130
value = [3, 0, 20, 3, 13, 0, 87, 0, 3, 1]

X[51] <= 16.518
gini = 0.605

samples = 37
value = [19, 1, 0, 0, 0, 0, 13, 0, 3, 1]

X[721] <= 139.183
gini = 0.716

samples = 57
value = [0, 1, 16, 0, 0, 2, 13, 0, 22, 3]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[480] <= 76.607
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 72

value = [0, 0, 0, 0, 0, 0, 0, 0, 72, 0]

X[423] <= 0.804
gini = 0.015

samples = 2120
value = [0, 0, 0, 0, 0, 2104, 0, 13, 0, 3]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 15, 0, 0, 0, 0]

X[236] <= -6.666
gini = 0.5

samples = 2
value = [0, 1, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 170

value = [0, 0, 0, 0, 0, 170, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

X[502] <= 63.572
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 4, 0, 0, 1, 0]

X[565] <= 38.768
gini = 0.091

samples = 42
value = [0, 0, 0, 0, 0, 2, 0, 40, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 6]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[231] <= -79.189
gini = 0.023

samples = 848
value = [0, 0, 0, 0, 0, 838, 0, 8, 1, 1]

X[121] <= -86.445
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

gini = 0.0
samples = 28

value = [0, 0, 0, 0, 0, 28, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

X[218] <= -14.853
gini = 0.124

samples = 15
value = [0, 0, 0, 0, 0, 1, 0, 14, 0, 0]

X[540] <= -112.651
gini = 0.667
samples = 3

value = [0, 0, 0, 1, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[665] <= 4.909
gini = 0.701

samples = 24
value = [2, 0, 1, 1, 1, 10, 0, 0, 1, 8]

X[770] <= -30.656
gini = 0.469

samples = 24
value = [0, 7, 0, 16, 0, 0, 0, 0, 1, 0]

X[505] <= 20.607
gini = 0.235

samples = 39
value = [1, 0, 1, 0, 0, 2, 0, 1, 34, 0]

X[621] <= -34.255
gini = 0.72

samples = 5
value = [0, 0, 1, 1, 2, 0, 0, 1, 0, 0]

X[297] <= -110.667
gini = 0.67

samples = 24
value = [1, 0, 8, 0, 10, 0, 5, 0, 0, 0]

X[384] <= -116.48
gini = 0.425

samples = 27
value = [1, 0, 1, 4, 1, 0, 20, 0, 0, 0]

X[102] <= -92.702
gini = 0.377

samples = 32
value = [25, 0, 2, 2, 2, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[537] <= 28.82
gini = 0.292

samples = 45
value = [0, 0, 0, 0, 0, 37, 0, 8, 0, 0]

X[188] <= -92.922
gini = 0.153

samples = 12
value = [0, 0, 0, 0, 0, 1, 0, 11, 0, 0]

X[553] <= -44.351
gini = 0.072

samples = 135
value = [0, 0, 0, 0, 0, 130, 0, 2, 1, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[658] <= -65.736
gini = 0.133

samples = 14
value = [0, 0, 0, 0, 0, 13, 0, 0, 1, 0]

X[390] <= -39.301
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 3, 0, 0]

X[471] <= -82.515
gini = 0.18

samples = 173
value = [0, 0, 0, 0, 0, 14, 0, 156, 0, 3]

X[275] <= 93.442
gini = 0.58

samples = 33
value = [0, 0, 0, 0, 0, 2, 0, 16, 1, 14]

X[419] <= 7.957
gini = 0.105

samples = 18
value = [0, 0, 0, 0, 0, 1, 0, 0, 17, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 7, 0, 0, 0, 0]

X[687] <= -34.986
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

X[413] <= -39.053
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 0]

X[249] <= 213.887
gini = 0.092

samples = 42
value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 40]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

X[595] <= -18.944
gini = 0.72

samples = 5
value = [2, 0, 1, 0, 0, 0, 0, 0, 1, 1]

X[698] <= 152.74
gini = 0.035

samples = 113
value = [0, 0, 0, 0, 0, 111, 0, 1, 0, 1]

X[312] <= -34.141
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[600] <= -117.358
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 1]

X[429] <= 112.566
gini = 0.087

samples = 22
value = [0, 0, 0, 0, 0, 21, 0, 0, 1, 0]

X[580] <= 10.811
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 1]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 0, 0, 0, 16, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[504] <= 3.307
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 3, 1, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 9, 0, 0, 0, 0]

X[275] <= 137.442
gini = 0.181

samples = 163
value = [0, 0, 0, 0, 0, 4, 0, 147, 1, 11]

X[484] <= 51.269
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 0, 5, 0, 1, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 5, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 36

value = [0, 0, 0, 0, 0, 36, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[531] <= 24.202
gini = 0.159

samples = 23
value = [0, 0, 0, 0, 0, 21, 0, 2, 0, 0]

X[340] <= -32.727
gini = 0.292

samples = 45
value = [0, 0, 0, 0, 0, 8, 0, 37, 0, 0]

X[238] <= -107.019
gini = 0.403

samples = 111
value = [0, 0, 0, 0, 0, 31, 0, 80, 0, 0]

X[373] <= -111.809
gini = 0.055

samples = 3801
value = [0, 0, 0, 0, 0, 89, 0, 3693, 4, 15]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 0, 0, 0, 0, 16, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[607] <= 82.046
gini = 0.082

samples = 141
value = [0, 0, 0, 0, 0, 135, 0, 4, 0, 2]

X[468] <= 97.365
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 9, 0, 0, 0, 0]

gini = 0.0
samples = 47

value = [0, 0, 0, 0, 0, 47, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

X[651] <= -11.592
gini = 0.265

samples = 621
value = [0, 0, 0, 0, 0, 21, 0, 528, 8, 64]

X[249] <= -14.613
gini = 0.545

samples = 349
value = [0, 0, 0, 0, 0, 29, 0, 201, 0, 119]

X[524] <= -88.6
gini = 0.6

samples = 74
value = [0, 0, 0, 0, 0, 38, 0, 11, 0, 25]

X[630] <= -109.018
gini = 0.141

samples = 145
value = [0, 0, 0, 0, 0, 1, 0, 10, 0, 134]

X[379] <= -145.005
gini = 0.529

samples = 195
value = [0, 0, 0, 0, 0, 22, 1, 124, 3, 45]

X[335] <= 8.464
gini = 0.225

samples = 31
value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 27]

X[62] <= -20.554
gini = 0.017

samples = 118
value = [0, 0, 0, 0, 0, 0, 1, 0, 117, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[406] <= 109.34
gini = 0.01

samples = 773
value = [0, 0, 0, 0, 0, 769, 0, 1, 1, 2]

X[387] <= 29.607
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 12, 0, 0, 0, 0]

X[580] <= 125.811
gini = 0.449
samples = 7

value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 5]

gini = 0.0
samples = 17

value = [0, 0, 0, 0, 0, 17, 0, 0, 0, 0]

X[409] <= -126.365
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 3]

X[201] <= -14.777
gini = 0.64

samples = 5
value = [2, 1, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 13]

X[561] <= 162.052
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 1, 0]

X[515] <= 41.888
gini = 0.124

samples = 15
value = [0, 0, 0, 0, 0, 1, 0, 14, 0, 0]

X[540] <= 91.849
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 4]

X[181] <= 127.939
gini = 0.157

samples = 178
value = [0, 0, 0, 0, 0, 163, 0, 3, 0, 12]

X[577] <= -44.874
gini = 0.375
samples = 4

value = [0, 1, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 14, 0, 0, 0, 0]

X[249] <= -28.113
gini = 0.678

samples = 34
value = [0, 0, 1, 0, 0, 9, 0, 8, 1, 15]

X[473] <= -59.63
gini = 0.263

samples = 54
value = [0, 0, 0, 0, 0, 4, 0, 46, 0, 4]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

gini = 0.0
samples = 19

value = [0, 0, 0, 0, 0, 19, 0, 0, 0, 0]

X[586] <= 46.649
gini = 0.512

samples = 17
value = [0, 0, 0, 0, 0, 2, 0, 4, 0, 11]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[461] <= -96.934
gini = 0.019

samples = 103
value = [0, 1, 0, 102, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 36

value = [0, 0, 0, 0, 0, 0, 0, 0, 36, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

X[467] <= -45.441
gini = 0.56

samples = 5
value = [0, 0, 0, 3, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[621] <= 47.745
gini = 0.531
samples = 8

value = [0, 0, 1, 0, 0, 5, 2, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 7]

gini = 0.0
samples = 8

value = [8, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

X[510] <= 71.563
gini = 0.105

samples = 18
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 17]

X[613] <= 174.731
gini = 0.085

samples = 113
value = [0, 0, 0, 0, 0, 0, 0, 108, 0, 5]

X[578] <= -52.283
gini = 0.625
samples = 4

value = [0, 0, 0, 0, 0, 2, 1, 0, 0, 1]

X[378] <= -43.015
gini = 0.473

samples = 13
value = [0, 0, 0, 0, 0, 5, 0, 8, 0, 0]

X[618] <= -19.068
gini = 0.278

samples = 12
value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 10]

X[387] <= -42.893
gini = 0.143

samples = 354
value = [0, 0, 0, 0, 0, 8, 0, 19, 0, 327]

X[633] <= -75.689
gini = 0.444

samples = 229
value = [1, 0, 0, 0, 0, 4, 0, 67, 0, 157]

X[440] <= 20.739
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 0, 5, 0, 1, 0, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 0, 0, 13, 0, 0]

X[211] <= -32.846
gini = 0.153

samples = 12
value = [0, 0, 0, 0, 0, 11, 0, 0, 1, 0]

X[443] <= 133.191
gini = 0.246

samples = 64
value = [0, 0, 0, 0, 0, 1, 0, 8, 0, 55]

X[506] <= 40.305
gini = 0.479

samples = 141
value = [4, 0, 0, 0, 0, 5, 0, 95, 1, 36]

X[375] <= -58.262
gini = 0.165

samples = 22
value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 20]

X[388] <= 37.512
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 8, 0, 0, 0, 0]

X[592] <= -14.065
gini = 0.338

samples = 15
value = [0, 0, 0, 0, 0, 1, 0, 2, 0, 12]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 0, 0, 0, 18, 0, 0]

X[497] <= 24.067
gini = 0.5

samples = 4
value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 2]

X[443] <= 39.191
gini = 0.64

samples = 15
value = [4, 0, 0, 0, 0, 4, 0, 0, 0, 7]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 0, 14, 0, 0, 0, 0]

X[465] <= -151.676
gini = 0.046

samples = 4307
value = [0, 0, 0, 0, 0, 27, 0, 75, 0, 4205]

X[612] <= -10.425
gini = 0.422

samples = 185
value = [2, 0, 1, 0, 0, 6, 0, 39, 2, 135]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

X[686] <= -97.875
gini = 0.75

samples = 4
value = [0, 0, 1, 1, 1, 1, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[207] <= -104.571
gini = 0.109

samples = 70
value = [0, 0, 0, 0, 0, 3, 0, 66, 0, 1]

X[345] <= 61.236
gini = 0.568
samples = 9

value = [0, 0, 0, 0, 0, 1, 0, 3, 0, 5]

X[608] <= 120.28
gini = 0.24

samples = 15
value = [0, 0, 0, 0, 0, 13, 0, 0, 1, 1]

X[208] <= -102.365
gini = 0.63

samples = 42
value = [0, 0, 0, 0, 0, 8, 0, 22, 2, 10]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[53] <= 1.292
gini = 0.017

samples = 1374
value = [1, 0, 0, 1, 1, 7, 0, 1, 1362, 1]

X[301] <= -18.325
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[725] <= -13.294
gini = 0.1

samples = 19
value = [0, 0, 0, 0, 0, 1, 0, 0, 18, 0]

X[456] <= 89.775
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 25

value = [25, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 4, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[403] <= -121.085
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 1, 0, 0, 1, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[375] <= -120.262
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 0, 2, 0, 1, 0]

gini = 0.0
samples = 25

value = [0, 0, 0, 0, 0, 0, 0, 0, 25, 0]

X[571] <= -77.7
gini = 0.781
samples = 8

value = [1, 2, 1, 2, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 4, 0]

gini = 0.0
samples = 14

value = [14, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[239] <= 41.347
gini = 0.667
samples = 6

value = [1, 0, 0, 1, 0, 1, 3, 0, 0, 0]

X[100] <= -86.491
gini = 0.517

samples = 22
value = [1, 1, 1, 0, 2, 1, 15, 0, 1, 0]

X[777] <= -3.832
gini = 0.64

samples = 5
value = [0, 2, 2, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 8, 0, 0, 0, 0, 0, 0, 0]

X[453] <= -16.128
gini = 0.778
samples = 6

value = [1, 1, 2, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 7, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[105] <= 8.711
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[663] <= -85.354
gini = 0.5

samples = 2
value = [0, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 16

value = [0, 16, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

X[233] <= 5.675
gini = 0.64

samples = 5
value = [2, 0, 1, 0, 0, 0, 2, 0, 0, 0]

X[268] <= -139.991
gini = 0.002

samples = 4892
value = [0, 4886, 0, 2, 2, 0, 2, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[571] <= -69.2
gini = 0.611
samples = 6

value = [2, 0, 0, 0, 3, 0, 0, 0, 1, 0]

X[150] <= 116.515
gini = 0.198
samples = 9

value = [1, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[237] <= -95.461
gini = 0.219
samples = 8

value = [0, 0, 0, 7, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 12

value = [0, 0, 0, 0, 0, 12, 0, 0, 0, 0]

gini = 0.0
samples = 25

value = [0, 25, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[206] <= -76.734
gini = 0.448

samples = 56
value = [0, 19, 0, 37, 0, 0, 0, 0, 0, 0]

X[547] <= 107.585
gini = 0.076

samples = 279
value = [1, 10, 0, 268, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[67] <= 10.707
gini = 0.562
samples = 8

value = [0, 5, 0, 1, 0, 1, 0, 0, 1, 0]

gini = 0.0
samples = 21

value = [0, 0, 0, 21, 0, 0, 0, 0, 0, 0]

X[40] <= -101.082
gini = 0.027

samples = 370
value = [0, 365, 0, 3, 0, 0, 1, 0, 1, 0]

X[96] <= 111.07
gini = 0.694

samples = 12
value = [1, 4, 0, 5, 0, 1, 1, 0, 0, 0]

gini = 0.0
samples = 25

value = [0, 0, 0, 25, 0, 0, 0, 0, 0, 0]

X[461] <= -46.934
gini = 0.32

samples = 5
value = [4, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 18

value = [0, 0, 0, 0, 0, 18, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 3, 0, 0, 0, 0, 0, 0, 0, 0]

X[718] <= -60.738
gini = 0.625
samples = 4

value = [1, 2, 0, 0, 0, 0, 1, 0, 0, 0]

X[608] <= 116.28
gini = 0.074

samples = 26
value = [0, 0, 0, 25, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 32

value = [0, 32, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[740] <= 57.51
gini = 0.526

samples = 92
value = [6, 27, 1, 57, 0, 0, 1, 0, 0, 0]

X[316] <= -85.668
gini = 0.09

samples = 2765
value = [54, 49, 2, 2636, 5, 0, 16, 0, 3, 0]

X[766] <= -34.734
gini = 0.208

samples = 17
value = [15, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[265] <= 41.365
gini = 0.531
samples = 8

value = [0, 0, 0, 5, 1, 0, 0, 0, 2, 0]

gini = 0.0
samples = 12

value = [0, 12, 0, 0, 0, 0, 0, 0, 0, 0]

X[524] <= -106.6
gini = 0.727

samples = 96
value = [26, 6, 1, 40, 9, 1, 11, 0, 2, 0]

X[42] <= 53.418
gini = 0.787

samples = 19
value = [1, 0, 1, 5, 1, 0, 6, 2, 3, 0]

X[269] <= -140.478
gini = 0.344

samples = 70
value = [1, 0, 1, 7, 56, 0, 5, 0, 0, 0]

X[602] <= 61.285
gini = 0.066

samples = 208
value = [0, 201, 0, 3, 3, 0, 1, 0, 0, 0]

X[125] <= 63.633
gini = 0.245
samples = 7

value = [1, 0, 0, 6, 0, 0, 0, 0, 0, 0]

X[233] <= 43.175
gini = 0.673

samples = 14
value = [1, 2, 0, 7, 1, 0, 3, 0, 0, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 9, 0, 0, 0, 0, 0]

X[345] <= -33.764
gini = 0.55

samples = 334
value = [20, 14, 3, 216, 48, 0, 23, 0, 10, 0]

X[327] <= 37.203
gini = 0.5

samples = 26
value = [16, 0, 0, 1, 0, 0, 9, 0, 0, 0]

X[159] <= -17.616
gini = 0.23

samples = 54
value = [0, 0, 0, 47, 6, 0, 0, 0, 1, 0]

X[205] <= -84.165
gini = 0.492

samples = 404
value = [6, 0, 2, 95, 271, 0, 18, 0, 12, 0]

X[492] <= -64.383
gini = 0.536

samples = 68
value = [10, 43, 0, 14, 0, 0, 1, 0, 0, 0]

X[568] <= -12.239
gini = 0.526

samples = 415
value = [69, 31, 3, 274, 11, 0, 27, 0, 0, 0]

X[655] <= -20.543
gini = 0.091

samples = 512
value = [6, 1, 3, 488, 11, 0, 3, 0, 0, 0]

X[483] <= -96.52
gini = 0.449

samples = 434
value = [10, 7, 6, 312, 76, 0, 21, 0, 2, 0]

X[445] <= -60.195
gini = 0.291

samples = 37
value = [2, 0, 1, 2, 0, 31, 1, 0, 0, 0]

X[277] <= 37.63
gini = 0.47

samples = 52
value = [0, 0, 0, 4, 1, 11, 0, 0, 0, 36]

gini = 0.0
samples = 63

value = [0, 0, 0, 0, 0, 0, 0, 0, 63, 0]

X[323] <= -146.2
gini = 0.81

samples = 22
value = [3, 1, 1, 4, 0, 0, 6, 0, 5, 2]

X[695] <= -19.094
gini = 0.375
samples = 4

value = [0, 3, 0, 0, 0, 1, 0, 0, 0, 0]

X[238] <= -81.519
gini = 0.199

samples = 140
value = [7, 1, 0, 125, 1, 0, 5, 0, 1, 0]

X[653] <= -35.893
gini = 0.602

samples = 17
value = [2, 3, 0, 10, 0, 0, 1, 0, 1, 0]

X[98] <= 113.895
gini = 0.46

samples = 10
value = [7, 0, 0, 1, 0, 0, 2, 0, 0, 0]

X[158] <= -9.096
gini = 0.252

samples = 29
value = [1, 0, 1, 25, 1, 1, 0, 0, 0, 0]

X[601] <= -122.91
gini = 0.771

samples = 114
value = [43, 16, 2, 18, 6, 3, 22, 0, 4, 0]

X[211] <= -76.346
gini = 0.254

samples = 21
value = [0, 0, 0, 18, 1, 0, 2, 0, 0, 0]

X[523] <= 17.435
gini = 0.571

samples = 148
value = [4, 3, 21, 13, 93, 0, 9, 0, 5, 0]

X[545] <= -133.67
gini = 0.7

samples = 248
value = [98, 23, 2, 44, 1, 0, 80, 0, 0, 0]

X[91] <= -44.923
gini = 0.485

samples = 373
value = [253, 2, 0, 39, 1, 0, 78, 0, 0, 0]

X[91] <= 7.077
gini = 0.618

samples = 537
value = [196, 18, 8, 39, 8, 0, 264, 0, 4, 0]

X[103] <= -46.737
gini = 0.778

samples = 167
value = [17, 8, 6, 47, 34, 0, 49, 0, 6, 0]

X[462] <= 96.744
gini = 0.145

samples = 26
value = [24, 0, 0, 1, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

X[196] <= 34.235
gini = 0.374

samples = 66
value = [15, 0, 0, 1, 0, 0, 50, 0, 0, 0]

X[723] <= -43.675
gini = 0.454

samples = 37
value = [25, 0, 0, 0, 0, 0, 11, 0, 1, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 0, 0, 15, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[546] <= 23.502
gini = 0.667
samples = 3

value = [1, 0, 0, 1, 1, 0, 0, 0, 0, 0]

X[134] <= -41.066
gini = 0.56

samples = 5
value = [3, 0, 1, 0, 1, 0, 0, 0, 0, 0]

X[190] <= 158.05
gini = 0.106

samples = 216
value = [10, 0, 0, 0, 2, 0, 204, 0, 0, 0]

X[229] <= 160.507
gini = 0.478

samples = 33
value = [20, 0, 0, 0, 0, 0, 13, 0, 0, 0]

X[664] <= -28.449
gini = 0.306

samples = 69
value = [13, 0, 0, 0, 0, 0, 56, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[262] <= 96.77
gini = 0.142

samples = 13
value = [1, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[33] <= -1.084
gini = 0.56

samples = 5
value = [1, 0, 0, 3, 1, 0, 0, 0, 0, 0]

X[71] <= -63.825
gini = 0.18

samples = 10
value = [1, 0, 0, 0, 0, 0, 9, 0, 0, 0]

X[39] <= -80.157
gini = 0.185

samples = 232
value = [208, 0, 0, 0, 0, 0, 24, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 4, 0, 0, 0]

X[119] <= 102.362
gini = 0.522

samples = 38
value = [17, 0, 1, 0, 0, 0, 20, 0, 0, 0]

X[708] <= 164.675
gini = 0.194

samples = 46
value = [41, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[155] <= 95.56
gini = 0.545

samples = 11
value = [1, 0, 0, 1, 2, 0, 7, 0, 0, 0]

X[12] <= -51.593
gini = 0.245
samples = 7

value = [6, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 25

value = [0, 0, 0, 0, 0, 0, 25, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[317] <= -50.969
gini = 0.647

samples = 23
value = [7, 0, 0, 4, 1, 0, 11, 0, 0, 0]

X[133] <= -45.461
gini = 0.18

samples = 10
value = [9, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[79] <= -6.236
gini = 0.255

samples = 42
value = [4, 0, 0, 36, 0, 0, 1, 0, 1, 0]

X[600] <= 92.642
gini = 0.64

samples = 5
value = [2, 1, 0, 0, 0, 0, 2, 0, 0, 0]

X[372] <= -78.373
gini = 0.412

samples = 47
value = [35, 0, 0, 5, 0, 0, 7, 0, 0, 0]

X[71] <= 13.675
gini = 0.375
samples = 4

value = [0, 0, 0, 1, 0, 0, 3, 0, 0, 0]

X[130] <= -66.144
gini = 0.64

samples = 10
value = [0, 0, 5, 1, 3, 0, 0, 0, 1, 0]

X[630] <= -1.518
gini = 0.599

samples = 78
value = [23, 0, 2, 7, 3, 0, 43, 0, 0, 0]

X[455] <= -97.876
gini = 0.297

samples = 35
value = [29, 0, 0, 2, 0, 0, 4, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 3, 0, 0, 0]

X[547] <= 2.085
gini = 0.467

samples = 79
value = [20, 0, 2, 2, 0, 0, 54, 0, 1, 0]

X[685] <= 133.905
gini = 0.485

samples = 55
value = [34, 0, 0, 1, 0, 0, 20, 0, 0, 0]

X[663] <= 26.146
gini = 0.741
samples = 9

value = [3, 1, 1, 0, 0, 0, 3, 0, 1, 0]

X[40] <= 127.918
gini = 0.277

samples = 19
value = [2, 0, 0, 16, 0, 0, 1, 0, 0, 0]

X[542] <= -123.731
gini = 0.236

samples = 188
value = [163, 0, 0, 5, 0, 0, 20, 0, 0, 0]

X[623] <= 29.1
gini = 0.518

samples = 188
value = [117, 0, 5, 8, 1, 0, 57, 0, 0, 0]

X[106] <= 27.588
gini = 0.497

samples = 48
value = [16, 0, 1, 1, 0, 0, 30, 0, 0, 0]

X[41] <= -108.238
gini = 0.237

samples = 494
value = [427, 0, 1, 3, 0, 0, 62, 0, 1, 0]

X[423] <= -11.696
gini = 0.065

samples = 2397
value = [2317, 1, 3, 10, 0, 0, 66, 0, 0, 0]

X[751] <= -34.72
gini = 0.5

samples = 4
value = [0, 0, 0, 2, 0, 0, 2, 0, 0, 0]

X[89] <= -16.057
gini = 0.331

samples = 51
value = [41, 0, 0, 3, 0, 0, 7, 0, 0, 0]

X[226] <= 18.11
gini = 0.494

samples = 74
value = [33, 0, 0, 0, 0, 0, 41, 0, 0, 0]

X[163] <= -3.109
gini = 0.283

samples = 445
value = [370, 0, 0, 2, 2, 0, 71, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[655] <= -108.543
gini = 0.375

samples = 32
value = [24, 0, 0, 0, 0, 0, 8, 0, 0, 0]

X[116] <= -0.031
gini = 0.496

samples = 81
value = [22, 0, 2, 1, 0, 0, 53, 0, 3, 0]

X[41] <= -89.738
gini = 0.155

samples = 109
value = [100, 0, 2, 1, 0, 0, 6, 0, 0, 0]

X[775] <= 30.791
gini = 0.498

samples = 216
value = [136, 0, 6, 3, 0, 0, 70, 0, 1, 0]

X[98] <= 43.395
gini = 0.722

samples = 12
value = [0, 0, 1, 3, 5, 0, 2, 0, 1, 0]

X[712] <= -66.739
gini = 0.344

samples = 24
value = [0, 0, 19, 0, 0, 0, 4, 0, 1, 0]

gini = 0.0
samples = 8

value = [8, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[736] <= 124.889
gini = 0.56

samples = 5
value = [1, 0, 3, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[337] <= 30.575
gini = 0.781
samples = 8

value = [0, 2, 0, 1, 1, 0, 2, 0, 2, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[252] <= -0.22
gini = 0.047

samples = 83
value = [0, 0, 0, 0, 0, 81, 0, 0, 1, 1]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 0, 8, 0]

X[171] <= -7.38
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[528] <= 70.537
gini = 0.375
samples = 4

value = [1, 0, 3, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[38] <= -20.201
gini = 0.105

samples = 18
value = [0, 0, 0, 1, 0, 17, 0, 0, 0, 0]

X[488] <= -93.177
gini = 0.625
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 1, 0, 2]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 6]

X[409] <= -41.365
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 2, 0, 0, 1, 0]

X[259] <= -75.685
gini = 0.667
samples = 3

value = [1, 0, 1, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

X[598] <= -124.4
gini = 0.052

samples = 225
value = [0, 0, 0, 0, 1, 3, 0, 2, 0, 219]

X[177] <= 62.68
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 1, 0, 0, 0, 2, 0]

gini = 0.0
samples = 3

value = [0, 0, 3, 0, 0, 0, 0, 0, 0, 0]

X[522] <= 84.917
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[594] <= -83.1
gini = 0.1

samples = 19
value = [0, 0, 0, 0, 0, 18, 1, 0, 0, 0]

X[419] <= -7.043
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 3]

X[633] <= -41.689
gini = 0.72

samples = 5
value = [1, 0, 0, 1, 1, 0, 2, 0, 0, 0]

X[385] <= 109.297
gini = 0.165

samples = 11
value = [0, 0, 1, 0, 0, 0, 0, 0, 10, 0]

X[582] <= -48.51
gini = 0.078

samples = 3094
value = [11, 0, 13, 3, 18, 31, 34, 8, 2970, 6]

X[586] <= 9.149
gini = 0.642

samples = 18
value = [0, 0, 4, 0, 8, 0, 0, 0, 6, 0]

X[299] <= 36.923
gini = 0.645

samples = 11
value = [4, 1, 0, 0, 0, 1, 0, 0, 5, 0]

X[452] <= 137.356
gini = 0.165

samples = 11
value = [1, 0, 0, 0, 0, 0, 10, 0, 0, 0]

X[67] <= -53.293
gini = 0.644

samples = 17
value = [1, 0, 6, 0, 8, 0, 1, 0, 1, 0]

gini = 0.0
samples = 22

value = [0, 0, 0, 0, 22, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[635] <= -13.088
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[127] <= -108.683
gini = 0.777

samples = 22
value = [6, 1, 4, 1, 2, 1, 7, 0, 0, 0]

X[487] <= -141.389
gini = 0.36

samples = 28
value = [0, 0, 22, 0, 1, 0, 4, 0, 1, 0]

X[20] <= -2.609
gini = 0.291

samples = 17
value = [0, 0, 0, 0, 0, 0, 3, 0, 14, 0]

X[312] <= -34.141
gini = 0.638

samples = 59
value = [13, 0, 2, 5, 6, 0, 32, 0, 1, 0]

X[148] <= -76.487
gini = 0.219
samples = 8

value = [0, 0, 7, 0, 0, 1, 0, 0, 0, 0]

X[761] <= -5.257
gini = 0.768

samples = 17
value = [3, 0, 2, 0, 5, 0, 5, 0, 2, 0]

X[626] <= -62.381
gini = 0.375
samples = 4

value = [0, 0, 3, 1, 0, 0, 0, 0, 0, 0]

X[77] <= 88.224
gini = 0.295

samples = 72
value = [0, 0, 6, 1, 60, 0, 4, 0, 0, 1]

X[365] <= 64.141
gini = 0.678

samples = 78
value = [5, 0, 13, 3, 3, 0, 39, 0, 15, 0]

X[63] <= -27.407
gini = 0.667

samples = 194
value = [1, 0, 61, 0, 80, 1, 49, 0, 2, 0]

X[346] <= -9.068
gini = 0.568

samples = 160
value = [0, 0, 84, 1, 62, 0, 13, 0, 0, 0]

X[355] <= -129.193
gini = 0.385

samples = 1146
value = [1, 0, 152, 0, 879, 0, 111, 0, 3, 0]

X[524] <= -26.1
gini = 0.805

samples = 37
value = [8, 0, 3, 4, 2, 1, 12, 0, 5, 2]

X[375] <= 84.738
gini = 0.331

samples = 31
value = [1, 0, 0, 0, 1, 0, 4, 0, 25, 0]

X[500] <= -54.758
gini = 0.046

samples = 172
value = [2, 0, 0, 0, 0, 0, 1, 0, 168, 1]

X[421] <= -10.979
gini = 0.667
samples = 3

value = [0, 0, 0, 0, 0, 1, 1, 0, 0, 1]

X[211] <= -98.346
gini = 0.72

samples = 5
value = [1, 0, 1, 1, 2, 0, 0, 0, 0, 0]

X[498] <= -71.529
gini = 0.021

samples = 93
value = [0, 0, 0, 0, 0, 0, 1, 0, 92, 0]

X[355] <= 25.807
gini = 0.59

samples = 544
value = [9, 0, 70, 63, 328, 0, 68, 0, 6, 0]

X[216] <= 51.819
gini = 0.626

samples = 149
value = [0, 0, 17, 6, 50, 0, 74, 0, 1, 1]

X[770] <= -40.156
gini = 0.184

samples = 1508
value = [6, 0, 39, 6, 95, 0, 1358, 0, 4, 0]

X[125] <= 41.133
gini = 0.703

samples = 168
value = [8, 1, 24, 9, 41, 0, 77, 0, 8, 0]

X[135] <= 3.467
gini = 0.621

samples = 170
value = [1, 0, 16, 1, 94, 0, 39, 0, 18, 1]

X[717] <= 109.647
gini = 0.53

samples = 397
value = [5, 0, 23, 1, 118, 0, 244, 0, 6, 0]

X[91] <= 13.077
gini = 0.669

samples = 33
value = [0, 0, 4, 5, 8, 0, 16, 0, 0, 0]

X[602] <= -3.715
gini = 0.163

samples = 23
value = [0, 0, 0, 21, 1, 0, 1, 0, 0, 0]

X[594] <= -78.6
gini = 0.399

samples = 150
value = [1, 0, 0, 26, 113, 0, 9, 0, 1, 0]

X[327] <= 57.703
gini = 0.742

samples = 33
value = [6, 0, 2, 6, 6, 0, 13, 0, 0, 0]

X[745] <= -87.567
gini = 0.72

samples = 10
value = [0, 1, 4, 1, 1, 0, 3, 0, 0, 0]

X[595] <= 76.056
gini = 0.379

samples = 13
value = [1, 0, 0, 0, 10, 0, 2, 0, 0, 0]

X[38] <= 47.799
gini = 0.245

samples = 208
value = [4, 0, 4, 180, 14, 0, 5, 0, 1, 0]

X[10] <= 39.544
gini = 0.653

samples = 65
value = [2, 0, 5, 31, 21, 0, 6, 0, 0, 0]

X[38] <= -49.201
gini = 0.662

samples = 214
value = [2, 0, 99, 8, 64, 0, 39, 0, 2, 0]

X[126] <= -8.551
gini = 0.604

samples = 259
value = [2, 0, 51, 9, 149, 0, 40, 0, 8, 0]

X[724] <= -26.149
gini = 0.322

samples = 438
value = [2, 0, 353, 1, 74, 0, 7, 0, 0, 1]

X[636] <= -40.467
gini = 0.586

samples = 211
value = [2, 0, 84, 1, 105, 0, 18, 0, 1, 0]

X[42] <= 62.418
gini = 0.709

samples = 243
value = [7, 3, 66, 12, 104, 0, 41, 0, 10, 0]

X[136] <= -13.111
gini = 0.396

samples = 185
value = [3, 0, 141, 1, 12, 0, 25, 0, 3, 0]

X[71] <= -68.325
gini = 0.156

samples = 72
value = [0, 0, 4, 0, 2, 0, 0, 0, 66, 0]

X[10] <= 58.544
gini = 0.471

samples = 3304
value = [12, 1, 618, 25, 2297, 1, 341, 0, 9, 0]

X[778] <= -6.919
gini = 0.769

samples = 83
value = [14, 1, 31, 15, 8, 0, 12, 0, 1, 1]

X[512] <= 123.397
gini = 0.42

samples = 20
value = [1, 0, 2, 1, 0, 0, 15, 0, 1, 0]

X[424] <= -14.025
gini = 0.413

samples = 143
value = [6, 0, 7, 108, 8, 0, 14, 0, 0, 0]

X[13] <= -30.871
gini = 0.768

samples = 44
value = [8, 3, 4, 10, 2, 0, 16, 0, 1, 0]

X[133] <= -44.461
gini = 0.602

samples = 58
value = [28, 0, 5, 0, 0, 0, 23, 0, 1, 1]

X[30] <= 2.399
gini = 0.29

samples = 122
value = [101, 0, 1, 0, 1, 0, 19, 0, 0, 0]

X[738] <= -41.949
gini = 0.534

samples = 52
value = [33, 0, 7, 1, 0, 0, 11, 0, 0, 0]

X[634] <= -111.723
gini = 0.617

samples = 398
value = [76, 1, 58, 13, 6, 0, 226, 0, 17, 1]

X[278] <= -15.367
gini = 0.725

samples = 569
value = [36, 11, 226, 39, 52, 0, 178, 0, 25, 2]

X[737] <= -32.968
gini = 0.527

samples = 235
value = [20, 3, 156, 6, 15, 0, 33, 0, 1, 1]

X[740] <= -6.49
gini = 0.436

samples = 15
value = [11, 0, 2, 0, 0, 0, 1, 0, 0, 1]

X[703] <= 1.949
gini = 0.633

samples = 138
value = [11, 1, 26, 2, 6, 0, 77, 0, 15, 0]

X[88] <= 116.0
gini = 0.643

samples = 14
value = [7, 0, 4, 0, 0, 1, 0, 0, 2, 0]

X[656] <= -40.854
gini = 0.165

samples = 11
value = [0, 0, 0, 0, 0, 0, 10, 0, 1, 0]

X[114] <= 101.346
gini = 0.32

samples = 5
value = [4, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[775] <= 0.791
gini = 0.14

samples = 94
value = [0, 0, 2, 0, 0, 0, 5, 0, 87, 0]

X[713] <= -12.606
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 9]

X[39] <= 16.843
gini = 0.572

samples = 99
value = [5, 0, 61, 0, 6, 1, 19, 0, 7, 0]

X[552] <= -47.509
gini = 0.553

samples = 81
value = [1, 0, 8, 0, 51, 1, 16, 0, 1, 3]

X[343] <= -28.494
gini = 0.241

samples = 38
value = [1, 0, 2, 1, 1, 0, 33, 0, 0, 0]

X[415] <= -74.677
gini = 0.401

samples = 555
value = [3, 2, 415, 10, 12, 0, 110, 0, 3, 0]

X[87] <= -0.934
gini = 0.166

samples = 1853
value = [11, 1, 1689, 6, 49, 0, 95, 0, 1, 1]

X[13] <= -32.371
gini = 0.654

samples = 437
value = [22, 0, 215, 7, 67, 0, 122, 0, 4, 0]

X[779] <= -12.417
gini = 0.415

samples = 897
value = [6, 4, 669, 10, 79, 0, 129, 0, 0, 0]

X[260] <= -23.986
gini = 0.698

samples = 22
value = [2, 0, 3, 0, 1, 1, 11, 0, 1, 3]

X[538] <= 125.205
gini = 0.384

samples = 78
value = [0, 0, 60, 1, 5, 0, 11, 0, 1, 0]

X[384] <= -53.98
gini = 0.602

samples = 164
value = [3, 0, 40, 3, 21, 0, 93, 0, 3, 1]

X[585] <= -34.156
gini = 0.78

samples = 94
value = [19, 2, 16, 0, 0, 2, 26, 0, 25, 4]

X[62] <= 27.946
gini = 0.49

samples = 7
value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

X[740] <= -46.49
gini = 0.078

samples = 75
value = [1, 0, 0, 0, 0, 0, 2, 0, 72, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[257] <= 58.857
gini = 0.016

samples = 2121
value = [0, 0, 0, 0, 0, 2104, 0, 13, 1, 3]

X[375] <= -67.762
gini = 0.469
samples = 8

value = [0, 0, 0, 0, 0, 5, 0, 3, 0, 0]

X[484] <= -88.731
gini = 0.208

samples = 17
value = [0, 0, 0, 0, 0, 15, 0, 2, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 6, 0, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 0, 0, 11, 0, 0, 0, 0]

X[444] <= -6.111
gini = 0.5

samples = 6
value = [0, 1, 0, 1, 0, 0, 0, 0, 0, 4]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 0, 0, 6, 0]

gini = 0.0
samples = 2

value = [0, 2, 0, 0, 0, 0, 0, 0, 0, 0]

X[434] <= 110.544
gini = 0.012

samples = 171
value = [0, 0, 0, 0, 0, 170, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[193] <= 85.614
gini = 0.496

samples = 11
value = [0, 0, 0, 0, 0, 5, 0, 6, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 7]

X[387] <= -80.393
gini = 0.259

samples = 47
value = [0, 0, 0, 0, 0, 6, 0, 40, 1, 0]

X[265] <= -58.135
gini = 0.375
samples = 8

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 6]

X[490] <= -81.403
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 2, 0, 0]

gini = 0.0
samples = 92

value = [0, 0, 0, 0, 0, 0, 0, 92, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[41] <= -47.738
gini = 0.028

samples = 850
value = [0, 1, 0, 0, 0, 838, 0, 8, 2, 1]

X[404] <= -117.902
gini = 0.5

samples = 8
value = [0, 0, 0, 0, 0, 4, 0, 4, 0, 0]

X[241] <= -71.061
gini = 0.124

samples = 30
value = [0, 0, 0, 0, 0, 28, 0, 2, 0, 0]

X[417] <= 16.316
gini = 0.42

samples = 20
value = [0, 0, 0, 0, 0, 6, 0, 14, 0, 0]

X[407] <= -88.889
gini = 0.72

samples = 5
value = [2, 0, 0, 1, 1, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

gini = 0.0
samples = 20

value = [0, 0, 0, 0, 0, 0, 0, 20, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[772] <= -32.113
gini = 0.778

samples = 48
value = [2, 7, 1, 17, 1, 10, 0, 0, 2, 8]

X[210] <= -109.458
gini = 0.394

samples = 44
value = [1, 0, 2, 1, 2, 2, 0, 2, 34, 0]

X[744] <= -77.988
gini = 0.674

samples = 51
value = [2, 0, 9, 4, 11, 0, 25, 0, 0, 0]

X[456] <= 1.775
gini = 0.489

samples = 36
value = [25, 0, 2, 2, 2, 0, 5, 0, 0, 0]

X[422] <= -15.05
gini = 0.444

samples = 57
value = [0, 0, 0, 0, 0, 38, 0, 19, 0, 0]

X[422] <= 161.95
gini = 0.098

samples = 137
value = [0, 0, 0, 0, 0, 130, 0, 4, 1, 2]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 4, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[361] <= -2.912
gini = 0.364

samples = 18
value = [0, 0, 0, 0, 0, 14, 0, 3, 1, 0]

X[611] <= -15.295
gini = 0.29

samples = 206
value = [0, 0, 0, 0, 0, 16, 0, 172, 1, 17]

X[201] <= -26.777
gini = 0.265

samples = 20
value = [2, 0, 0, 0, 0, 1, 0, 0, 17, 0]

X[262] <= -94.23
gini = 0.37

samples = 9
value = [0, 0, 1, 0, 0, 7, 1, 0, 0, 0]

X[552] <= -100.509
gini = 0.169

samples = 44
value = [0, 0, 0, 0, 0, 2, 0, 2, 0, 40]

X[642] <= -7.956
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 0, 2, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

X[259] <= -82.685
gini = 0.716
samples = 9

value = [2, 0, 1, 0, 0, 0, 0, 4, 1, 1]

X[299] <= 105.423
gini = 0.068

samples = 115
value = [0, 0, 0, 0, 0, 111, 0, 2, 0, 2]

X[383] <= -48.034
gini = 0.625
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 2, 1, 1]

X[421] <= -17.479
gini = 0.331

samples = 26
value = [0, 0, 0, 0, 0, 21, 0, 3, 1, 1]

X[439] <= 111.688
gini = 0.111

samples = 17
value = [0, 0, 0, 0, 0, 0, 0, 16, 1, 0]

gini = 0.0
samples = 32

value = [0, 0, 0, 0, 0, 32, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[455] <= -16.876
gini = 0.462

samples = 13
value = [0, 0, 0, 0, 0, 9, 0, 3, 1, 0]

X[236] <= -101.166
gini = 0.226

samples = 169
value = [0, 0, 0, 0, 0, 9, 0, 148, 1, 11]

X[468] <= 116.365
gini = 0.278
samples = 6

value = [0, 0, 0, 0, 0, 5, 0, 1, 0, 0]

gini = 0.0
samples = 22

value = [0, 0, 0, 0, 0, 0, 0, 22, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

X[327] <= 102.703
gini = 0.1

samples = 38
value = [0, 0, 0, 0, 0, 36, 0, 2, 0, 0]

X[295] <= -133.963
gini = 0.489

samples = 68
value = [0, 0, 0, 0, 0, 29, 0, 39, 0, 0]

X[378] <= -137.015
gini = 0.069

samples = 3912
value = [0, 0, 0, 0, 0, 120, 0, 3773, 4, 15]

X[115] <= 6.977
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[279] <= 41.356
gini = 0.111

samples = 17
value = [0, 0, 0, 0, 0, 1, 0, 0, 16, 0]

X[479] <= 190.506
gini = 0.107

samples = 143
value = [0, 0, 0, 0, 0, 135, 0, 5, 0, 3]

X[229] <= -47.493
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 1]

X[565] <= -80.232
gini = 0.18

samples = 10
value = [0, 0, 0, 0, 0, 9, 0, 0, 0, 1]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 8, 0, 0]

X[509] <= 139.476
gini = 0.113

samples = 50
value = [0, 0, 0, 0, 0, 47, 0, 3, 0, 0]

X[537] <= 45.32
gini = 0.397

samples = 970
value = [0, 0, 0, 0, 0, 50, 0, 729, 8, 183]

X[506] <= 82.305
gini = 0.432

samples = 219
value = [0, 0, 0, 0, 0, 39, 0, 21, 0, 159]

X[669] <= 30.26
gini = 0.584

samples = 226
value = [0, 0, 0, 0, 0, 26, 1, 124, 3, 72]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[327] <= 116.703
gini = 0.033

samples = 119
value = [0, 0, 0, 0, 0, 1, 1, 0, 117, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[258] <= 38.672
gini = 0.015

samples = 775
value = [0, 0, 1, 0, 0, 769, 0, 1, 2, 2]

X[548] <= 18.897
gini = 0.46

samples = 19
value = [0, 0, 0, 0, 0, 13, 0, 1, 0, 5]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 3, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 28

value = [0, 0, 0, 0, 0, 28, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[557] <= 142.918
gini = 0.245

samples = 21
value = [0, 0, 0, 0, 0, 18, 0, 0, 0, 3]

X[498] <= -63.029
gini = 0.691
samples = 9

value = [2, 1, 0, 2, 0, 0, 0, 0, 0, 4]

X[508] <= 127.402
gini = 0.24

samples = 15
value = [0, 0, 0, 0, 0, 1, 0, 0, 1, 13]

X[194] <= -7.184
gini = 0.46

samples = 20
value = [0, 0, 0, 0, 0, 2, 0, 14, 0, 4]

X[40] <= -71.582
gini = 0.193

samples = 182
value = [0, 1, 0, 3, 0, 163, 0, 3, 0, 12]

X[489] <= -137.421
gini = 0.644

samples = 48
value = [0, 0, 1, 0, 0, 23, 0, 8, 1, 15]

X[162] <= -30.735
gini = 0.347

samples = 58
value = [0, 0, 0, 0, 0, 8, 0, 46, 0, 4]

X[304] <= -54.393
gini = 0.554

samples = 36
value = [0, 0, 0, 0, 0, 21, 0, 4, 0, 11]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

X[153] <= 0.71
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 10

value = [0, 10, 0, 0, 0, 0, 0, 0, 0, 0]

X[742] <= 153.181
gini = 0.444
samples = 3

value = [0, 2, 0, 0, 0, 0, 0, 0, 1, 0]

X[321] <= -94.042
gini = 0.038

samples = 104
value = [0, 1, 1, 102, 0, 0, 0, 0, 0, 0]

X[438] <= 75.129
gini = 0.053

samples = 37
value = [0, 1, 0, 0, 0, 0, 0, 0, 36, 0]

X[355] <= -67.693
gini = 0.688
samples = 8

value = [3, 0, 0, 3, 0, 0, 1, 0, 1, 0]

X[659] <= 52.907
gini = 0.649

samples = 15
value = [0, 0, 1, 0, 0, 5, 2, 0, 0, 7]

X[24] <= 1.023
gini = 0.198
samples = 9

value = [8, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 0]

X[576] <= -50.216
gini = 0.322

samples = 21
value = [0, 0, 0, 0, 0, 1, 0, 3, 0, 17]

X[191] <= -43.608
gini = 0.145

samples = 117
value = [0, 0, 0, 0, 0, 2, 1, 108, 0, 6]

X[273] <= 76.343
gini = 0.64

samples = 25
value = [0, 0, 0, 0, 0, 5, 0, 10, 0, 10]

X[457] <= 1.106
gini = 0.289

samples = 583
value = [1, 0, 0, 0, 0, 12, 0, 86, 0, 484]

X[412] <= 38.729
gini = 0.388

samples = 19
value = [0, 0, 0, 0, 0, 5, 0, 14, 0, 0]

X[478] <= 6.197
gini = 0.44

samples = 76
value = [0, 0, 0, 0, 0, 12, 0, 8, 1, 55]

X[238] <= -4.519
gini = 0.526

samples = 163
value = [4, 0, 0, 0, 0, 5, 0, 97, 1, 56]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[105] <= 65.711
gini = 0.667
samples = 3

value = [1, 0, 0, 0, 0, 1, 0, 0, 0, 1]

X[547] <= -131.915
gini = 0.567

samples = 23
value = [0, 0, 0, 0, 0, 9, 0, 2, 0, 12]

X[537] <= 78.32
gini = 0.314

samples = 22
value = [0, 0, 0, 0, 0, 2, 0, 18, 0, 2]

X[503] <= 1.622
gini = 0.537

samples = 29
value = [4, 0, 0, 0, 0, 18, 0, 0, 0, 7]

X[400] <= -74.194
gini = 0.066

samples = 4492
value = [2, 0, 1, 0, 0, 33, 0, 114, 2, 4340]

gini = 0.0
samples = 26

value = [0, 0, 0, 0, 0, 26, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[151] <= -100.508
gini = 0.778
samples = 6

value = [0, 0, 1, 1, 1, 1, 0, 0, 0, 2]

X[373] <= 16.691
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 1, 0]

gini = 0.0
samples = 17

value = [0, 0, 0, 0, 0, 17, 0, 0, 0, 0]

X[211] <= 86.654
gini = 0.229

samples = 79
value = [0, 0, 0, 0, 0, 4, 0, 69, 0, 6]

X[214] <= -121.744
gini = 0.675

samples = 57
value = [0, 0, 0, 0, 0, 21, 0, 22, 3, 11]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

X[340] <= 88.773
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 0, 2, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[70] <= 120.295
gini = 0.02

samples = 1376
value = [1, 0, 0, 1, 2, 7, 1, 1, 1362, 1]

X[438] <= 58.629
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[741] <= 144.614
gini = 0.259

samples = 21
value = [0, 0, 0, 1, 1, 1, 0, 0, 18, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

X[209] <= 18.248
gini = 0.444
samples = 3

value = [0, 0, 2, 1, 0, 0, 0, 0, 0, 0]

X[299] <= 99.923
gini = 0.137

samples = 27
value = [25, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 0, 0, 0, 0, 6, 0, 0, 0]

X[525] <= -49.309
gini = 0.5

samples = 2
value = [1, 0, 1, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[535] <= 107.694
gini = 0.444
samples = 6

value = [0, 0, 0, 0, 4, 0, 0, 0, 2, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 5, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[600] <= 10.642
gini = 0.444
samples = 3

value = [0, 0, 0, 1, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[654] <= -68.209
gini = 0.625
samples = 4

value = [0, 0, 0, 0, 0, 1, 2, 0, 1, 0]

X[558] <= 141.555
gini = 0.278
samples = 6

value = [5, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 2, 0, 0]

X[380] <= -106.418
gini = 0.133

samples = 28
value = [0, 0, 0, 0, 0, 0, 2, 0, 26, 0]

X[245] <= 88.956
gini = 0.792

samples = 12
value = [1, 2, 1, 2, 0, 0, 2, 0, 4, 0]

X[628] <= -25.794
gini = 0.41

samples = 20
value = [15, 0, 0, 1, 0, 1, 3, 0, 0, 0]

X[719] <= -36.494
gini = 0.656

samples = 27
value = [1, 3, 3, 1, 2, 1, 15, 0, 1, 0]

X[428] <= -71.758
gini = 0.198
samples = 9

value = [0, 1, 8, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 14

value = [0, 0, 0, 0, 14, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[510] <= 3.063
gini = 0.58

samples = 13
value = [1, 1, 2, 1, 0, 0, 8, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 8, 0, 0, 0, 0, 0, 0, 0]

X[406] <= 34.34
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 32

value = [0, 0, 32, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

X[768] <= -23.118
gini = 0.667
samples = 3

value = [0, 0, 1, 0, 1, 0, 1, 0, 0, 0]

X[73] <= 78.04
gini = 0.625
samples = 4

value = [0, 0, 1, 0, 0, 0, 1, 0, 2, 0]

X[660] <= 91.865
gini = 0.111

samples = 17
value = [0, 16, 0, 0, 1, 0, 0, 0, 0, 0]

X[676] <= -33.017
gini = 0.444
samples = 3

value = [1, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 3, 0, 0, 0, 0, 0]

X[734] <= -39.05
gini = 0.735
samples = 7

value = [2, 0, 1, 2, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 6, 0, 0, 0, 0, 0, 0, 0, 0]

X[396] <= 191.804
gini = 0.003

samples = 4893
value = [0, 4886, 0, 2, 2, 0, 3, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

X[207] <= 38.929
gini = 0.5

samples = 2
value = [0, 1, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 10, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [2, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 4, 0, 0, 0, 0, 0, 0, 0, 0]

X[326] <= -0.951
gini = 0.631

samples = 15
value = [3, 0, 0, 0, 3, 0, 8, 0, 1, 0]

X[360] <= -53.632
gini = 0.515

samples = 20
value = [0, 0, 0, 7, 0, 12, 0, 0, 1, 0]

X[238] <= 117.981
gini = 0.074

samples = 26
value = [0, 25, 0, 1, 0, 0, 0, 0, 0, 0]

X[682] <= -111.245
gini = 0.164

samples = 335
value = [1, 29, 0, 305, 0, 0, 0, 0, 0, 0]

X[607] <= 15.546
gini = 0.245
samples = 7

value = [1, 0, 0, 0, 0, 6, 0, 0, 0, 0]

X[769] <= 26.015
gini = 0.392

samples = 29
value = [0, 5, 0, 22, 0, 1, 0, 0, 1, 0]

X[490] <= 70.597
gini = 0.066

samples = 382
value = [1, 369, 0, 8, 0, 1, 2, 0, 1, 0]

X[161] <= -53.75
gini = 0.287

samples = 30
value = [4, 0, 0, 25, 0, 0, 1, 0, 0, 0]

X[620] <= 177.134
gini = 0.1

samples = 19
value = [0, 0, 0, 0, 0, 18, 0, 0, 0, 1]

gini = 0.0
samples = 74

value = [0, 0, 0, 0, 0, 0, 0, 0, 74, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 2, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 16, 0, 0, 0, 0, 0, 0]

X[491] <= -25.647
gini = 0.375
samples = 4

value = [1, 3, 0, 0, 0, 0, 0, 0, 0, 0]

X[598] <= -130.4
gini = 0.296

samples = 30
value = [1, 2, 0, 25, 0, 0, 2, 0, 0, 0]

X[579] <= -35.317
gini = 0.059

samples = 33
value = [0, 32, 0, 1, 0, 0, 0, 0, 0, 0]

X[714] <= -53.233
gini = 0.11

samples = 2857
value = [60, 76, 3, 2693, 5, 0, 17, 0, 3, 0]

X[551] <= -86.442
gini = 0.586

samples = 25
value = [15, 0, 0, 5, 1, 0, 2, 0, 2, 0]

X[573] <= -131.041
gini = 0.759

samples = 108
value = [26, 18, 1, 40, 9, 1, 11, 0, 2, 0]

X[15] <= -49.406
gini = 0.554

samples = 89
value = [2, 0, 2, 12, 57, 0, 11, 2, 3, 0]

X[770] <= 19.344
gini = 0.124

samples = 215
value = [1, 201, 0, 9, 3, 0, 1, 0, 0, 0]

X[630] <= 28.482
gini = 0.692

samples = 23
value = [1, 2, 0, 7, 10, 0, 3, 0, 0, 0]

X[246] <= -19.071
gini = 0.599

samples = 360
value = [36, 14, 3, 217, 48, 0, 32, 0, 10, 0]

X[345] <= -57.764
gini = 0.536

samples = 458
value = [6, 0, 2, 142, 277, 0, 18, 0, 13, 0]

X[546] <= -39.998
gini = 0.59

samples = 483
value = [79, 74, 3, 288, 11, 0, 28, 0, 0, 0]

X[317] <= 19.031
gini = 0.275

samples = 946
value = [16, 8, 9, 800, 87, 0, 24, 0, 2, 0]

X[379] <= -38.005
gini = 0.608

samples = 89
value = [2, 0, 1, 6, 1, 42, 1, 0, 0, 36]

X[210] <= -102.458
gini = 0.351

samples = 85
value = [3, 1, 1, 4, 0, 0, 6, 0, 68, 2]

X[658] <= -107.236
gini = 0.242

samples = 144
value = [7, 4, 0, 125, 1, 1, 5, 0, 1, 0]

X[692] <= 127.972
gini = 0.697

samples = 27
value = [9, 3, 0, 11, 0, 0, 3, 0, 1, 0]

X[297] <= -97.167
gini = 0.774

samples = 143
value = [44, 16, 3, 43, 7, 4, 22, 0, 4, 0]

X[354] <= -127.463
gini = 0.636

samples = 169
value = [4, 3, 21, 31, 94, 0, 11, 0, 5, 0]

X[769] <= 55.015
gini = 0.596

samples = 621
value = [351, 25, 2, 83, 2, 0, 158, 0, 0, 0]

X[370] <= -33.878
gini = 0.69

samples = 704
value = [213, 26, 14, 86, 42, 0, 313, 0, 10, 0]

X[774] <= 91.436
gini = 0.295

samples = 29
value = [24, 0, 0, 4, 0, 0, 1, 0, 0, 0]

X[601] <= 45.09
gini = 0.498

samples = 103
value = [40, 0, 0, 1, 0, 0, 61, 0, 1, 0]

X[698] <= -10.76
gini = 0.117

samples = 16
value = [0, 0, 1, 0, 0, 0, 0, 0, 15, 0]

X[543] <= -13.954
gini = 0.72

samples = 5
value = [1, 0, 0, 1, 1, 0, 2, 0, 0, 0]

X[131] <= -73.555
gini = 0.144

samples = 221
value = [13, 0, 1, 0, 3, 0, 204, 0, 0, 0]

X[679] <= -62.832
gini = 0.438

samples = 102
value = [33, 0, 0, 0, 0, 0, 69, 0, 0, 0]

gini = 0.0
samples = 15

value = [15, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[767] <= -13.553
gini = 0.444

samples = 18
value = [6, 0, 0, 0, 0, 0, 12, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[273] <= -85.157
gini = 0.578

samples = 15
value = [2, 0, 0, 3, 1, 0, 9, 0, 0, 0]

X[282] <= 116.181
gini = 0.209

samples = 236
value = [208, 0, 0, 0, 0, 0, 28, 0, 0, 0]

X[124] <= 71.495
gini = 0.435

samples = 84
value = [58, 0, 1, 0, 0, 0, 25, 0, 0, 0]

X[106] <= 19.588
gini = 0.673

samples = 18
value = [7, 0, 0, 2, 2, 0, 7, 0, 0, 0]

X[278] <= 155.633
gini = 0.137

samples = 27
value = [2, 0, 0, 0, 0, 0, 25, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 8

value = [8, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[651] <= -61.592
gini = 0.63

samples = 33
value = [16, 0, 0, 5, 1, 0, 11, 0, 0, 0]

X[682] <= 121.255
gini = 0.392

samples = 47
value = [6, 1, 0, 36, 0, 0, 3, 0, 1, 0]

X[440] <= -113.261
gini = 0.477

samples = 51
value = [35, 0, 0, 6, 0, 0, 10, 0, 0, 0]

X[635] <= -65.588
gini = 0.674

samples = 88
value = [23, 0, 7, 8, 6, 0, 43, 0, 1, 0]

X[116] <= 104.969
gini = 0.381

samples = 38
value = [29, 0, 0, 2, 0, 0, 7, 0, 0, 0]

X[653] <= 93.607
gini = 0.532

samples = 134
value = [54, 0, 2, 3, 0, 0, 74, 0, 1, 0]

X[716] <= 4.38
gini = 0.617

samples = 28
value = [5, 1, 1, 16, 0, 0, 4, 0, 1, 0]

X[440] <= -53.761
gini = 0.402

samples = 376
value = [280, 0, 5, 13, 1, 0, 77, 0, 0, 0]

X[63] <= -17.407
gini = 0.303

samples = 542
value = [443, 0, 2, 4, 0, 0, 92, 0, 1, 0]

X[22] <= 17.819
gini = 0.068

samples = 2401
value = [2317, 1, 3, 12, 0, 0, 68, 0, 0, 0]

X[256] <= 22.499
gini = 0.502

samples = 125
value = [74, 0, 0, 3, 0, 0, 48, 0, 0, 0]

X[659] <= 130.407
gini = 0.295

samples = 450
value = [370, 0, 0, 2, 2, 0, 76, 0, 0, 0]

X[399] <= -61.896
gini = 0.542

samples = 113
value = [46, 0, 2, 1, 0, 0, 61, 0, 3, 0]

X[371] <= 13.071
gini = 0.417

samples = 325
value = [236, 0, 8, 4, 0, 0, 76, 0, 1, 0]

X[590] <= -21.369
gini = 0.634

samples = 36
value = [0, 0, 20, 3, 5, 0, 6, 0, 2, 0]

X[590] <= 133.631
gini = 0.462

samples = 13
value = [9, 0, 3, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 37

value = [0, 0, 0, 0, 0, 0, 0, 0, 37, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[74] <= -76.16
gini = 0.245
samples = 7

value = [0, 0, 0, 0, 0, 6, 0, 0, 0, 1]

X[36] <= -12.045
gini = 0.81

samples = 11
value = [0, 2, 3, 1, 1, 0, 2, 0, 2, 0]

X[616] <= 144.754
gini = 0.091

samples = 85
value = [0, 0, 0, 0, 0, 81, 0, 0, 1, 3]

X[587] <= -2.757
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 1, 3, 0]

X[560] <= -5.152
gini = 0.34

samples = 10
value = [1, 0, 0, 0, 0, 0, 0, 1, 8, 0]

X[474] <= -53.624
gini = 0.568
samples = 9

value = [1, 0, 3, 0, 0, 0, 5, 0, 0, 0]

X[478] <= -28.803
gini = 0.318

samples = 22
value = [0, 0, 0, 1, 0, 18, 0, 1, 0, 2]

X[244] <= 97.027
gini = 0.494
samples = 9

value = [0, 0, 0, 0, 0, 2, 0, 0, 1, 6]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 0, 8, 0]

X[710] <= -38.501
gini = 0.562
samples = 8

value = [1, 0, 1, 5, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

X[205] <= 54.335
gini = 0.077

samples = 228
value = [0, 0, 0, 0, 2, 3, 0, 2, 2, 219]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 7, 0]

X[388] <= 56.012
gini = 0.56

samples = 5
value = [1, 0, 3, 0, 0, 0, 1, 0, 0, 0]

X[416] <= 134.274
gini = 0.299

samples = 23
value = [0, 0, 0, 0, 0, 19, 1, 0, 0, 3]

X[455] <= -37.376
gini = 0.578

samples = 16
value = [1, 0, 1, 1, 1, 0, 2, 0, 10, 0]

X[70] <= 106.295
gini = 0.085

samples = 3112
value = [11, 0, 17, 3, 26, 31, 34, 8, 2976, 6]

X[173] <= -39.12
gini = 0.686

samples = 22
value = [5, 1, 0, 0, 0, 1, 10, 0, 5, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 24

value = [0, 0, 0, 0, 0, 0, 0, 0, 24, 0]

X[182] <= 51.913
gini = 0.383

samples = 39
value = [1, 0, 6, 0, 30, 0, 1, 0, 1, 0]

X[636] <= 34.033
gini = 0.64

samples = 5
value = [2, 2, 0, 0, 0, 0, 0, 0, 1, 0]

X[750] <= -0.326
gini = 0.662

samples = 50
value = [6, 1, 26, 1, 3, 1, 11, 0, 1, 0]

X[121] <= -80.445
gini = 0.708

samples = 76
value = [13, 0, 2, 5, 6, 0, 35, 0, 15, 0]

X[580] <= -82.689
gini = 0.768

samples = 25
value = [3, 0, 9, 0, 5, 1, 5, 0, 2, 0]

X[266] <= -87.181
gini = 0.359

samples = 76
value = [0, 0, 9, 2, 60, 0, 4, 0, 0, 1]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]

gini = 0.0
samples = 53

value = [0, 0, 0, 0, 0, 0, 0, 0, 53, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[733] <= -44.088
gini = 0.724

samples = 272
value = [6, 0, 74, 3, 83, 1, 88, 0, 17, 0]

X[540] <= -76.151
gini = 0.439

samples = 1306
value = [1, 0, 236, 1, 941, 0, 124, 0, 3, 0]

X[649] <= 63.715
gini = 0.724

samples = 68
value = [9, 0, 3, 4, 3, 1, 16, 0, 30, 2]

X[51] <= 5.518
gini = 0.078

samples = 175
value = [2, 0, 0, 0, 0, 1, 2, 0, 168, 2]

X[607] <= -42.454
gini = 0.118

samples = 98
value = [1, 0, 1, 1, 2, 0, 1, 0, 92, 0]

X[133] <= -10.461
gini = 0.635

samples = 693
value = [9, 0, 87, 69, 378, 0, 142, 0, 7, 1]

X[764] <= -3.532
gini = 0.259

samples = 1676
value = [14, 1, 63, 15, 136, 0, 1435, 0, 12, 0]

X[74] <= -58.16
gini = 0.604

samples = 567
value = [6, 0, 39, 2, 212, 0, 283, 0, 24, 1]

X[744] <= 64.012
gini = 0.661

samples = 56
value = [0, 0, 4, 26, 9, 0, 17, 0, 0, 0]

X[443] <= 51.691
gini = 0.531

samples = 183
value = [7, 0, 2, 32, 119, 0, 22, 0, 1, 0]

X[607] <= -3.454
gini = 0.688

samples = 23
value = [1, 1, 4, 1, 11, 0, 5, 0, 0, 0]

X[355] <= 65.307
gini = 0.383

samples = 273
value = [6, 0, 9, 211, 35, 0, 11, 0, 1, 0]

X[608] <= -21.22
gini = 0.667

samples = 473
value = [4, 0, 150, 17, 213, 0, 79, 0, 10, 0]

X[751] <= 52.78
gini = 0.469

samples = 649
value = [4, 0, 437, 2, 179, 0, 25, 0, 1, 1]

X[90] <= -0.317
gini = 0.666

samples = 428
value = [10, 3, 207, 13, 116, 0, 66, 0, 13, 0]

X[156] <= -99.573
gini = 0.492

samples = 3376
value = [12, 1, 622, 25, 2299, 1, 341, 0, 75, 0]

X[479] <= -41.994
gini = 0.777

samples = 103
value = [15, 1, 33, 16, 8, 0, 27, 0, 2, 1]

X[622] <= -37.744
gini = 0.564

samples = 187
value = [14, 3, 11, 118, 10, 0, 30, 0, 1, 0]

X[193] <= -19.386
gini = 0.431

samples = 180
value = [129, 0, 6, 0, 1, 0, 42, 0, 1, 1]

X[441] <= -86.455
gini = 0.641

samples = 450
value = [109, 1, 65, 14, 6, 0, 237, 0, 17, 1]

X[777] <= 17.668
gini = 0.689

samples = 804
value = [56, 14, 382, 45, 67, 0, 211, 0, 26, 3]

X[510] <= -90.937
gini = 0.675

samples = 153
value = [22, 1, 28, 2, 6, 0, 78, 0, 15, 1]

X[143] <= 106.914
gini = 0.72

samples = 25
value = [7, 0, 4, 0, 0, 1, 10, 0, 3, 0]

X[387] <= -7.893
gini = 0.222

samples = 99
value = [4, 0, 2, 0, 0, 0, 6, 0, 87, 0]

X[288] <= -87.473
gini = 0.64

samples = 109
value = [5, 0, 61, 0, 6, 2, 19, 0, 7, 9]

X[771] <= -34.711
gini = 0.631

samples = 119
value = [2, 0, 10, 1, 52, 1, 49, 0, 1, 3]

X[41] <= 33.262
gini = 0.229

samples = 2408
value = [14, 3, 2104, 16, 61, 0, 205, 0, 4, 1]

X[17] <= -0.153
gini = 0.513

samples = 1334
value = [28, 4, 884, 17, 146, 0, 251, 0, 4, 0]

X[38] <= -1.701
gini = 0.549

samples = 100
value = [2, 0, 63, 1, 6, 1, 22, 0, 2, 3]

X[249] <= -23.113
gini = 0.714

samples = 258
value = [22, 2, 56, 3, 21, 2, 119, 0, 28, 5]

X[114] <= 87.346
gini = 0.653

samples = 12
value = [3, 0, 0, 0, 0, 0, 5, 0, 0, 4]

X[94] <= 148.308
gini = 0.145

samples = 78
value = [4, 0, 0, 0, 0, 0, 2, 0, 72, 0]

X[490] <= 111.597
gini = 0.019

samples = 2129
value = [0, 0, 0, 0, 0, 2109, 0, 16, 1, 3]

X[422] <= 35.95
gini = 0.454

samples = 23
value = [0, 0, 0, 0, 0, 15, 0, 8, 0, 0]

X[268] <= -62.991
gini = 0.519

samples = 17
value = [0, 1, 0, 1, 0, 11, 0, 0, 0, 4]

X[459] <= -88.579
gini = 0.375
samples = 8

value = [0, 2, 0, 0, 0, 0, 0, 0, 6, 0]

X[375] <= 79.238
gini = 0.023

samples = 172
value = [0, 0, 0, 0, 0, 170, 0, 2, 0, 0]

X[659] <= -27.093
gini = 0.66

samples = 18
value = [0, 0, 0, 0, 0, 5, 0, 6, 0, 7]

gini = 0.0
samples = 19

value = [0, 0, 0, 0, 0, 19, 0, 0, 0, 0]

X[222] <= 14.478
gini = 0.438

samples = 55
value = [0, 0, 0, 0, 0, 8, 0, 40, 1, 6]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[461] <= -145.434
gini = 0.021

samples = 95
value = [0, 0, 0, 0, 0, 1, 0, 94, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 4, 0, 0]

X[256] <= 78.499
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 0, 1, 0, 3, 0]

X[391] <= -2.462
gini = 0.037

samples = 858
value = [0, 1, 0, 0, 0, 842, 0, 12, 2, 1]

X[269] <= -69.978
gini = 0.435

samples = 50
value = [0, 0, 0, 0, 0, 34, 0, 16, 0, 0]

gini = 0.0
samples = 16

value = [0, 0, 0, 0, 0, 0, 0, 0, 16, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

X[499] <= 51.373
gini = 0.776
samples = 7

value = [2, 0, 0, 1, 1, 0, 1, 0, 0, 2]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 2]

X[366] <= -8.907
gini = 0.091

samples = 21
value = [0, 0, 0, 0, 0, 0, 0, 20, 0, 1]

X[428] <= -94.258
gini = 0.775

samples = 92
value = [3, 7, 3, 18, 3, 12, 0, 2, 36, 8]

X[775] <= -20.709
gini = 0.742

samples = 87
value = [27, 0, 11, 6, 13, 0, 30, 0, 0, 0]

X[545] <= -81.17
gini = 0.236

samples = 194
value = [0, 0, 0, 0, 0, 168, 0, 23, 1, 2]

X[65] <= -58.867
gini = 0.48

samples = 10
value = [0, 0, 0, 0, 0, 0, 6, 0, 4, 0]

X[359] <= -56.563
gini = 0.366

samples = 224
value = [0, 0, 0, 0, 0, 30, 0, 175, 2, 17]

X[211] <= -118.346
gini = 0.573

samples = 29
value = [2, 0, 1, 0, 0, 8, 1, 0, 17, 0]

X[185] <= 109.625
gini = 0.264

samples = 47
value = [0, 0, 0, 0, 0, 3, 0, 4, 0, 40]

X[264] <= -113.017
gini = 0.769

samples = 13
value = [2, 0, 1, 0, 0, 4, 0, 4, 1, 1]

X[418] <= 198.98
gini = 0.128

samples = 119
value = [0, 0, 0, 0, 0, 111, 0, 4, 1, 3]

X[579] <= -110.817
gini = 0.564

samples = 43
value = [0, 0, 0, 0, 0, 21, 0, 19, 2, 1]

X[274] <= -61.029
gini = 0.059

samples = 33
value = [0, 0, 0, 0, 0, 32, 0, 1, 0, 0]

X[430] <= -142.188
gini = 0.298

samples = 182
value = [0, 0, 0, 0, 0, 18, 0, 151, 2, 11]

X[418] <= -44.52
gini = 0.293

samples = 28
value = [0, 0, 0, 0, 0, 5, 0, 23, 0, 0]

X[387] <= -46.893
gini = 0.245

samples = 42
value = [0, 0, 0, 0, 0, 36, 0, 6, 0, 0]

X[354] <= -147.463
gini = 0.081

samples = 3980
value = [0, 0, 0, 0, 0, 149, 0, 3812, 4, 15]

X[357] <= -113.343
gini = 0.345

samples = 20
value = [1, 0, 0, 0, 0, 1, 0, 2, 16, 0]

X[770] <= -35.656
gini = 0.131

samples = 145
value = [1, 0, 0, 0, 0, 135, 0, 5, 0, 4]

X[606] <= -104.478
gini = 0.549

samples = 18
value = [0, 0, 0, 0, 0, 9, 0, 8, 0, 1]

X[380] <= -154.418
gini = 0.444

samples = 1020
value = [0, 0, 0, 0, 0, 97, 0, 732, 8, 183]

X[578] <= -53.783
gini = 0.603

samples = 445
value = [0, 0, 0, 0, 0, 65, 1, 145, 3, 231]

X[98] <= -91.605
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 1, 1, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

X[386] <= -108.852
gini = 0.049

samples = 120
value = [0, 0, 1, 0, 0, 1, 1, 0, 117, 0]

X[264] <= 102.483
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 1, 0, 0, 0, 0, 0]

X[378] <= 66.985
gini = 0.03

samples = 794
value = [0, 0, 1, 0, 0, 782, 0, 2, 2, 7]

X[502] <= 75.072
gini = 0.48

samples = 5
value = [0, 0, 0, 0, 0, 2, 0, 3, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 0, 0, 0, 3, 0]

X[434] <= -66.956
gini = 0.444
samples = 3

value = [0, 0, 0, 0, 0, 1, 2, 0, 0, 0]

X[720] <= 2.285
gini = 0.067

samples = 29
value = [0, 0, 0, 0, 0, 28, 0, 0, 0, 1]

X[691] <= -16.321
gini = 0.5

samples = 2
value = [1, 0, 0, 0, 0, 0, 0, 1, 0, 0]

X[66] <= -91.885
gini = 0.576

samples = 30
value = [2, 1, 0, 2, 0, 18, 0, 0, 0, 7]

X[389] <= 48.013
gini = 0.596

samples = 35
value = [0, 0, 0, 0, 0, 3, 0, 14, 1, 17]

gini = 0.0
samples = 1

value = [0, 1, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 2, 0, 0, 0]

gini = 0.0
samples = 5

value = [5, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[330] <= -23.294
gini = 0.33

samples = 230
value = [0, 1, 1, 3, 0, 186, 0, 11, 1, 27]

X[220] <= -15.87
gini = 0.596

samples = 94
value = [0, 0, 0, 0, 0, 29, 0, 50, 0, 15]

X[156] <= 52.427
gini = 0.32

samples = 5
value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 1]

gini = 0.0
samples = 42

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 42]

X[44] <= -21.084
gini = 0.292

samples = 12
value = [0, 10, 0, 1, 0, 0, 0, 0, 1, 0]

X[156] <= -112.073
gini = 0.09

samples = 107
value = [0, 3, 1, 102, 0, 0, 0, 0, 1, 0]

X[37] <= -45.929
gini = 0.314

samples = 45
value = [3, 1, 0, 3, 0, 0, 1, 0, 37, 0]

X[205] <= -68.165
gini = 0.743

samples = 24
value = [8, 0, 1, 0, 0, 5, 3, 0, 0, 7]

X[514] <= -145.61
gini = 0.524

samples = 27
value = [0, 0, 0, 0, 0, 7, 0, 3, 0, 17]

X[576] <= -14.716
gini = 0.294

samples = 142
value = [0, 0, 0, 0, 0, 7, 1, 118, 0, 16]

X[335] <= 38.464
gini = 0.325

samples = 602
value = [1, 0, 0, 0, 0, 17, 0, 100, 0, 484]

X[605] <= -93.444
gini = 0.586

samples = 239
value = [4, 0, 0, 0, 0, 17, 0, 105, 2, 111]

gini = 0.0
samples = 27

value = [0, 0, 0, 0, 0, 27, 0, 0, 0, 0]

X[547] <= 50.585
gini = 0.72

samples = 5
value = [1, 0, 0, 0, 0, 1, 0, 2, 0, 1]

X[456] <= -9.225
gini = 0.646

samples = 45
value = [0, 0, 0, 0, 0, 11, 0, 20, 0, 14]

X[359] <= -82.063
gini = 0.075

samples = 4521
value = [6, 0, 1, 0, 0, 51, 0, 114, 2, 4347]

X[588] <= 46.087
gini = 0.071

samples = 27
value = [0, 0, 0, 0, 0, 26, 0, 0, 0, 1]

X[376] <= -88.429
gini = 0.812
samples = 8

value = [2, 0, 1, 1, 1, 1, 0, 0, 0, 2]

X[247] <= -49.525
gini = 0.194

samples = 19
value = [0, 0, 0, 0, 0, 17, 0, 1, 1, 0]

X[597] <= 25.064
gini = 0.502

samples = 136
value = [0, 0, 0, 0, 0, 25, 0, 91, 3, 17]

X[441] <= 35.045
gini = 0.611
samples = 6

value = [1, 0, 0, 0, 0, 0, 0, 2, 3, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 0]

gini = 0.0
samples = 55

value = [0, 0, 0, 0, 0, 0, 0, 0, 55, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 6

value = [6, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[327] <= 61.203
gini = 0.444
samples = 9

value = [0, 0, 0, 0, 3, 0, 6, 0, 0, 0]

X[63] <= 73.593
gini = 0.023

samples = 1378
value = [2, 0, 0, 1, 2, 7, 2, 1, 1362, 1]

X[566] <= 113.092
gini = 0.444
samples = 3

value = [0, 0, 2, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 3

value = [3, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 16

value = [16, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 0, 0, 0, 0, 0, 5, 0]

X[622] <= 132.256
gini = 0.32

samples = 5
value = [1, 0, 4, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 8, 0, 0, 0, 0]

X[209] <= 107.748
gini = 0.374

samples = 23
value = [0, 0, 0, 1, 1, 1, 0, 0, 18, 2]

X[403] <= -89.585
gini = 0.296

samples = 30
value = [25, 0, 2, 1, 0, 0, 2, 0, 0, 0]

X[508] <= -64.098
gini = 0.406
samples = 8

value = [1, 0, 1, 0, 0, 0, 6, 0, 0, 0]

X[299] <= -70.077
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 0, 1, 0, 0, 0, 0]

X[186] <= -97.062
gini = 0.628

samples = 11
value = [0, 0, 0, 0, 4, 0, 5, 0, 2, 0]

gini = 0.0
samples = 30

value = [0, 0, 30, 0, 0, 0, 0, 0, 0, 0]

X[667] <= 131.481
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 2, 0, 0, 0, 0, 0]

X[173] <= -35.12
gini = 0.64

samples = 5
value = [2, 0, 0, 1, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 4

value = [0, 4, 0, 0, 0, 0, 0, 0, 0, 0]

X[461] <= -142.934
gini = 0.66

samples = 10
value = [5, 0, 0, 0, 0, 1, 2, 0, 2, 0]

X[217] <= -91.928
gini = 0.24

samples = 30
value = [0, 0, 0, 0, 0, 0, 2, 2, 26, 0]

X[685] <= -92.095
gini = 0.695

samples = 32
value = [16, 2, 1, 3, 0, 1, 5, 0, 4, 0]

X[664] <= -5.449
gini = 0.715

samples = 36
value = [1, 4, 11, 1, 2, 1, 15, 0, 1, 0]

X[178] <= 131.226
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 1, 0, 0, 0, 0, 0]

X[707] <= 184.762
gini = 0.124

samples = 15
value = [0, 0, 1, 0, 14, 0, 0, 0, 0, 0]

X[733] <= 106.412
gini = 0.621

samples = 21
value = [1, 1, 10, 1, 0, 0, 8, 0, 0, 0]

X[441] <= -75.955
gini = 0.112

samples = 34
value = [0, 0, 32, 0, 0, 0, 1, 0, 1, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 2, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0]

gini = 0.0
samples = 8

value = [8, 0, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 4

value = [0, 0, 0, 0, 0, 0, 0, 0, 4, 0]

X[576] <= 17.284
gini = 0.375
samples = 4

value = [0, 1, 0, 3, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 7, 0, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 0, 0, 5, 0, 0, 0, 0, 0, 0]

X[460] <= -63.515
gini = 0.72

samples = 5
value = [0, 0, 1, 0, 1, 0, 1, 0, 2, 0]

X[492] <= -129.883
gini = 0.404

samples = 21
value = [0, 16, 1, 0, 1, 0, 1, 0, 2, 0]

X[97] <= 6.357
gini = 0.611
samples = 6

value = [1, 0, 0, 0, 3, 0, 2, 0, 0, 0]

X[13] <= -25.371
gini = 0.71

samples = 13
value = [2, 6, 1, 2, 0, 0, 2, 0, 0, 0]

X[305] <= 48.813
gini = 0.003

samples = 4894
value = [0, 4886, 0, 3, 2, 0, 3, 0, 0, 0]

X[570] <= -131.34
gini = 0.292

samples = 12
value = [0, 1, 0, 10, 0, 0, 0, 0, 1, 0]

X[65] <= -18.367
gini = 0.444
samples = 3

value = [2, 0, 0, 0, 0, 1, 0, 0, 0, 0]

X[456] <= -73.725
gini = 0.726

samples = 19
value = [3, 4, 0, 0, 3, 0, 8, 0, 1, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 1

value = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]

X[687] <= 87.514
gini = 0.606

samples = 46
value = [0, 25, 0, 8, 0, 12, 0, 0, 1, 0]

X[469] <= -116.504
gini = 0.197

samples = 342
value = [2, 29, 0, 305, 0, 6, 0, 0, 0, 0]

X[325] <= -80.087
gini = 0.167

samples = 411
value = [1, 374, 0, 30, 0, 2, 2, 0, 2, 0]

X[473] <= -47.63
gini = 0.597

samples = 49
value = [4, 0, 0, 25, 0, 18, 1, 0, 0, 1]

X[100] <= 110.509
gini = 0.051

samples = 76
value = [0, 0, 0, 2, 0, 0, 0, 0, 74, 0]

X[354] <= -1.463
gini = 0.335

samples = 20
value = [1, 3, 0, 16, 0, 0, 0, 0, 0, 0]

X[289] <= -17.953
gini = 0.537

samples = 63
value = [1, 34, 0, 26, 0, 0, 2, 0, 0, 0]

X[482] <= -4.057
gini = 0.122

samples = 2882
value = [75, 76, 3, 2698, 6, 0, 19, 0, 5, 0]

X[455] <= -92.876
gini = 0.776

samples = 197
value = [28, 18, 3, 52, 66, 1, 22, 2, 5, 0]

X[357] <= -110.343
gini = 0.265

samples = 238
value = [2, 203, 0, 16, 13, 0, 4, 0, 0, 0]

X[468] <= -40.135
gini = 0.642

samples = 818
value = [42, 14, 5, 359, 325, 0, 50, 0, 23, 0]

X[315] <= -82.917
gini = 0.407

samples = 1429
value = [95, 82, 12, 1088, 98, 0, 52, 0, 2, 0]

X[635] <= -33.088
gini = 0.735

samples = 174
value = [5, 1, 2, 10, 1, 42, 7, 0, 68, 38]

X[244] <= -102.473
gini = 0.355

samples = 171
value = [16, 7, 0, 136, 1, 1, 8, 0, 2, 0]

X[525] <= -87.809
gini = 0.793

samples = 312
value = [48, 19, 24, 74, 101, 4, 33, 0, 9, 0]

X[384] <= -67.48
gini = 0.673

samples = 1325
value = [564, 51, 16, 169, 44, 0, 471, 0, 10, 0]

X[343] <= -75.994
gini = 0.543

samples = 132
value = [64, 0, 0, 5, 0, 0, 62, 0, 1, 0]

X[66] <= -72.885
gini = 0.472

samples = 21
value = [1, 0, 1, 1, 1, 0, 2, 0, 15, 0]

X[736] <= 56.389
gini = 0.265

samples = 323
value = [46, 0, 1, 0, 3, 0, 273, 0, 0, 0]

X[355] <= 68.807
gini = 0.463

samples = 33
value = [21, 0, 0, 0, 0, 0, 12, 0, 0, 0]

X[400] <= -84.694
gini = 0.65

samples = 20
value = [7, 0, 0, 3, 1, 0, 9, 0, 0, 0]

X[385] <= -91.703
gini = 0.282

samples = 320
value = [266, 0, 1, 0, 0, 0, 53, 0, 0, 0]

X[412] <= -8.771
gini = 0.45

samples = 45
value = [9, 0, 0, 2, 2, 0, 32, 0, 0, 0]

X[764] <= -19.532
gini = 0.198
samples = 9

value = [8, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[765] <= -16.453
gini = 0.631

samples = 80
value = [22, 1, 0, 41, 1, 0, 14, 0, 1, 0]

X[412] <= -111.771
gini = 0.666

samples = 139
value = [58, 0, 7, 14, 6, 0, 53, 0, 1, 0]

X[400] <= -58.194
gini = 0.544

samples = 172
value = [83, 0, 2, 5, 0, 0, 81, 0, 1, 0]

X[202] <= -48.46
gini = 0.457

samples = 404
value = [285, 1, 6, 29, 1, 0, 81, 0, 1, 0]

X[764] <= -20.532
gini = 0.118

samples = 2943
value = [2760, 1, 5, 16, 0, 0, 160, 0, 1, 0]

X[43] <= -13.195
gini = 0.357

samples = 575
value = [444, 0, 0, 5, 2, 0, 124, 0, 0, 0]

X[766] <= 0.766
gini = 0.487

samples = 438
value = [282, 0, 10, 5, 0, 0, 137, 0, 4, 0]

X[35] <= 161.464
gini = 0.713

samples = 49
value = [9, 0, 23, 3, 5, 0, 6, 0, 3, 0]

X[376] <= 36.071
gini = 0.051

samples = 38
value = [0, 0, 0, 0, 0, 0, 0, 1, 37, 0]

X[203] <= -71.885
gini = 0.815

samples = 18
value = [0, 2, 3, 1, 1, 6, 2, 0, 2, 1]

X[747] <= 59.172
gini = 0.168

samples = 89
value = [0, 0, 0, 0, 0, 81, 0, 1, 4, 3]

X[67] <= -70.293
gini = 0.715

samples = 19
value = [2, 0, 3, 0, 0, 0, 5, 1, 8, 0]

X[496] <= 84.915
gini = 0.514

samples = 31
value = [0, 0, 0, 1, 0, 20, 0, 1, 1, 8]

X[120] <= -71.297
gini = 0.641

samples = 16
value = [1, 0, 1, 5, 0, 0, 1, 0, 8, 0]

X[405] <= -98.051
gini = 0.108

samples = 232
value = [0, 0, 0, 0, 2, 7, 0, 2, 2, 219]

X[348] <= 88.299
gini = 0.583

samples = 12
value = [1, 0, 3, 0, 0, 0, 1, 0, 7, 0]

X[605] <= -121.444
gini = 0.682

samples = 39
value = [1, 0, 1, 1, 1, 19, 3, 0, 10, 3]

X[76] <= -29.375
gini = 0.095

samples = 3134
value = [16, 1, 17, 3, 26, 32, 44, 8, 2981, 6]

X[689] <= 51.026
gini = 0.077

samples = 25
value = [0, 0, 0, 1, 0, 0, 0, 0, 24, 0]

X[20] <= -2.609
gini = 0.507

samples = 44
value = [3, 2, 6, 0, 30, 0, 1, 0, 2, 0]

X[686] <= -15.875
gini = 0.771

samples = 126
value = [19, 1, 28, 6, 9, 1, 46, 0, 16, 0]

X[13] <= -47.871
gini = 0.544

samples = 101
value = [3, 0, 18, 2, 65, 1, 9, 0, 2, 1]

X[392] <= -0.166
gini = 0.165

samples = 11
value = [0, 0, 0, 0, 1, 0, 10, 0, 0, 0]

X[183] <= 94.898
gini = 0.036

samples = 54
value = [0, 0, 0, 0, 0, 1, 0, 0, 53, 0]

X[71] <= -0.825
gini = 0.522

samples = 1578
value = [7, 0, 310, 4, 1024, 1, 212, 0, 20, 0]

X[250] <= -7.982
gini = 0.328

samples = 243
value = [11, 0, 3, 4, 3, 2, 18, 0, 198, 4]

X[153] <= -93.29
gini = 0.7

samples = 791
value = [10, 0, 88, 70, 380, 0, 143, 0, 99, 1]

X[484] <= 50.269
gini = 0.387

samples = 2243
value = [20, 1, 102, 17, 348, 0, 1718, 0, 36, 1]

X[261] <= 59.464
gini = 0.626

samples = 239
value = [7, 0, 6, 58, 128, 0, 39, 0, 1, 0]

X[738] <= -60.449
gini = 0.457

samples = 296
value = [7, 1, 13, 212, 46, 0, 16, 0, 1, 0]

X[777] <= 27.668
gini = 0.595

samples = 1122
value = [8, 0, 587, 19, 392, 0, 104, 0, 11, 1]

X[13] <= -48.371
gini = 0.537

samples = 3804
value = [22, 4, 829, 38, 2415, 1, 407, 0, 88, 0]

X[774] <= -3.064
gini = 0.711

samples = 290
value = [29, 4, 44, 134, 18, 0, 57, 0, 3, 1]

X[415] <= -83.677
gini = 0.647

samples = 630
value = [238, 1, 71, 14, 7, 0, 279, 0, 18, 2]

X[137] <= -7.498
gini = 0.708

samples = 957
value = [78, 15, 410, 47, 73, 0, 289, 0, 41, 4]

X[650] <= 87.407
gini = 0.446

samples = 124
value = [11, 0, 6, 0, 0, 1, 16, 0, 90, 0]

X[13] <= 11.629
gini = 0.744

samples = 228
value = [7, 0, 71, 1, 58, 3, 68, 0, 8, 12]

X[595] <= 44.056
gini = 0.344

samples = 3742
value = [42, 7, 2988, 33, 207, 0, 456, 0, 8, 1]

X[750] <= 31.674
gini = 0.716

samples = 358
value = [24, 2, 119, 4, 27, 3, 141, 0, 30, 8]

X[481] <= -17.569
gini = 0.346

samples = 90
value = [7, 0, 0, 0, 0, 0, 7, 0, 72, 4]

X[404] <= 51.098
gini = 0.026

samples = 2152
value = [0, 0, 0, 0, 0, 2124, 0, 24, 1, 3]

X[13] <= -45.371
gini = 0.707

samples = 25
value = [0, 3, 0, 1, 0, 11, 0, 0, 6, 4]

X[634] <= -91.723
gini = 0.149

samples = 190
value = [0, 0, 0, 0, 0, 175, 0, 8, 0, 7]

X[442] <= -87.35
gini = 0.568

samples = 74
value = [0, 0, 0, 0, 0, 27, 0, 40, 1, 6]

gini = 0.0
samples = 7

value = [7, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[73] <= -71.46
gini = 0.5

samples = 2
value = [0, 0, 0, 1, 0, 0, 0, 0, 1, 0]

X[192] <= -19.759
gini = 0.32

samples = 5
value = [0, 0, 4, 0, 0, 0, 0, 0, 1, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 0, 10, 0, 0, 0]

gini = 0.0
samples = 88

value = [0, 0, 0, 0, 0, 88, 0, 0, 0, 0]

X[402] <= -7.317
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 1, 1, 0]

gini = 0.0
samples = 8

value = [0, 0, 0, 0, 0, 0, 0, 8, 0, 0]

X[289] <= -40.453
gini = 0.375
samples = 4

value = [0, 0, 0, 0, 0, 3, 0, 0, 1, 0]

X[421] <= -14.979
gini = 0.041

samples = 96
value = [0, 0, 0, 0, 0, 2, 0, 94, 0, 0]

gini = 0.0
samples = 3

value = [0, 0, 0, 0, 0, 3, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 10, 0, 0, 0, 0]

X[365] <= 24.141
gini = 0.594
samples = 8

value = [0, 0, 0, 0, 0, 0, 1, 4, 3, 0]

X[389] <= 74.513
gini = 0.068

samples = 908
value = [0, 1, 0, 0, 0, 876, 0, 28, 2, 1]

X[621] <= -28.755
gini = 0.111

samples = 17
value = [0, 0, 0, 0, 0, 0, 1, 0, 16, 0]

X[492] <= -150.883
gini = 0.8

samples = 10
value = [2, 0, 0, 1, 1, 3, 1, 0, 0, 2]

X[480] <= -56.893
gini = 0.227

samples = 23
value = [0, 0, 0, 0, 0, 0, 0, 20, 0, 3]

X[92] <= -61.992
gini = 0.863

samples = 179
value = [30, 7, 14, 24, 16, 12, 30, 2, 36, 8]

X[259] <= -74.185
gini = 0.308

samples = 204
value = [0, 0, 0, 0, 0, 168, 6, 23, 5, 2]

X[341] <= -37.438
gini = 0.489

samples = 253
value = [2, 0, 1, 0, 0, 38, 1, 175, 19, 17]

X[373] <= -92.809
gini = 0.5

samples = 60
value = [2, 0, 1, 0, 0, 7, 0, 8, 1, 41]

X[471] <= 50.985
gini = 0.315

samples = 162
value = [0, 0, 0, 0, 0, 132, 0, 23, 3, 4]

X[445] <= -59.695
gini = 0.443

samples = 215
value = [0, 0, 0, 0, 0, 50, 0, 152, 2, 11]

X[502] <= 8.572
gini = 0.485

samples = 70
value = [0, 0, 0, 0, 0, 41, 0, 29, 0, 0]

X[312] <= 6.359
gini = 0.089

samples = 4000
value = [1, 0, 0, 0, 0, 150, 0, 3814, 20, 15]

X[587] <= 55.243
gini = 0.212

samples = 163
value = [1, 0, 0, 0, 0, 144, 0, 13, 0, 5]

X[585] <= 48.844
gini = 0.549

samples = 1465
value = [0, 0, 0, 0, 0, 162, 1, 877, 11, 414]

X[480] <= 40.607
gini = 0.56

samples = 5
value = [0, 0, 0, 0, 0, 3, 1, 1, 0, 0]

X[445] <= 181.805
gini = 0.08

samples = 122
value = [1, 0, 1, 0, 1, 1, 1, 0, 117, 0]

X[408] <= 67.846
gini = 0.037

samples = 799
value = [0, 0, 1, 0, 0, 784, 0, 5, 2, 7]

X[218] <= 15.147
gini = 0.611
samples = 6

value = [0, 0, 0, 0, 0, 1, 2, 0, 3, 0]

X[432] <= 1.204
gini = 0.181

samples = 31
value = [1, 0, 0, 0, 0, 28, 0, 1, 0, 1]

X[507] <= -38.777
gini = 0.711

samples = 65
value = [2, 1, 0, 2, 0, 21, 0, 14, 1, 24]

gini = 0.0
samples = 72

value = [0, 0, 0, 0, 0, 0, 0, 0, 72, 0]

X[592] <= -60.565
gini = 0.444
samples = 3

value = [0, 1, 0, 0, 0, 2, 0, 0, 0, 0]

gini = 0.0
samples = 10

value = [0, 0, 0, 0, 0, 10, 0, 0, 0, 0]

X[660] <= -32.635
gini = 0.408
samples = 7

value = [5, 0, 0, 0, 0, 0, 2, 0, 0, 0]

X[478] <= -22.303
gini = 0.507

samples = 324
value = [0, 1, 1, 3, 0, 215, 0, 61, 1, 42]

X[412] <= -29.271
gini = 0.156

samples = 47
value = [0, 0, 0, 0, 0, 4, 0, 0, 0, 43]

X[518] <= -116.607
gini = 0.239

samples = 119
value = [0, 13, 1, 103, 0, 0, 0, 0, 2, 0]

X[132] <= -54.382
gini = 0.666

samples = 69
value = [11, 1, 1, 3, 0, 5, 4, 0, 37, 7]

X[455] <= -80.876
gini = 0.442

samples = 169
value = [0, 0, 0, 0, 0, 14, 1, 121, 0, 33]

X[428] <= -27.258
gini = 0.438

samples = 841
value = [5, 0, 0, 0, 0, 34, 0, 205, 2, 595]

X[382] <= 58.451
gini = 0.229

samples = 32
value = [1, 0, 0, 0, 0, 28, 0, 2, 0, 1]

X[574] <= -64.505
gini = 0.087

samples = 4566
value = [6, 0, 1, 0, 0, 62, 0, 134, 2, 4361]

X[181] <= -70.561
gini = 0.392

samples = 35
value = [2, 0, 1, 1, 1, 27, 0, 0, 0, 3]

X[333] <= -49.784
gini = 0.562

samples = 155
value = [0, 0, 0, 0, 0, 42, 0, 92, 4, 17]

X[589] <= -18.066
gini = 0.7

samples = 10
value = [1, 0, 0, 0, 0, 4, 0, 2, 3, 0]

X[232] <= 158.503
gini = 0.035

samples = 56
value = [1, 0, 0, 0, 0, 0, 0, 0, 55, 0]

X[567] <= -37.406
gini = 0.64

samples = 15
value = [6, 0, 0, 0, 3, 0, 6, 0, 0, 0]

gini = 0.0
samples = 6

value = [0, 0, 6, 0, 0, 0, 0, 0, 0, 0]

X[151] <= 144.492
gini = 0.027

samples = 1381
value = [2, 0, 2, 1, 2, 7, 3, 1, 1362, 1]

X[249] <= 125.387
gini = 0.375
samples = 4

value = [3, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[310] <= 95.379
gini = 0.111

samples = 17
value = [16, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[152] <= -102.916
gini = 0.58

samples = 10
value = [1, 0, 4, 0, 0, 0, 0, 0, 5, 0]

X[379] <= -138.005
gini = 0.572

samples = 31
value = [0, 0, 0, 1, 1, 9, 0, 0, 18, 2]

X[50] <= 1.807
gini = 0.481

samples = 38
value = [26, 0, 3, 1, 0, 0, 8, 0, 0, 0]

X[322] <= -23.465
gini = 0.758

samples = 16
value = [0, 0, 4, 0, 4, 1, 5, 0, 2, 0]

X[777] <= 149.668
gini = 0.114

samples = 33
value = [0, 0, 31, 0, 2, 0, 0, 0, 0, 0]

X[408] <= -85.654
gini = 0.691
samples = 9

value = [2, 4, 0, 1, 0, 0, 0, 0, 2, 0]

gini = 0.0
samples = 11

value = [0, 0, 0, 11, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 5

value = [0, 0, 5, 0, 0, 0, 0, 0, 0, 0]

gini = 0.0
samples = 2

value = [0, 0, 0, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1]

gini = 0.0
samples = 1

value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]

X[399] <= -77.896
gini = 0.481

samples = 40
value = [5, 0, 0, 0, 0, 1, 4, 2, 28, 0]

X[498] <= -99.529
gini = 0.801

samples = 68
value = [17, 6, 12, 4, 2, 2, 20, 0, 5, 0]

X[539] <= -80.533
gini = 0.375

samples = 20
value = [0, 0, 5, 0, 15, 0, 0, 0, 0, 0]

X[16] <= -1.027
gini = 0.389

samples = 55
value = [1, 1, 42, 1, 0, 0, 9, 0, 1, 0]

gini = 0.0
samples = 60

value = [0, 60, 0, 0, 0, 0, 0, 0, 0, 0]

X[412] <= 72.729
gini = 0.5

samples = 4
value = [0, 0, 2, 0, 2, 0, 0, 0, 0, 0]

X[91] <= -39.423
gini = 0.198
samples = 9

value = [8, 0, 0, 0, 0, 0, 1, 0, 0, 0]

X[37] <= -41.429
gini = 0.594
samples = 8

value = [0, 1, 0, 3, 0, 0, 0, 0, 4, 0]

X[609] <= 28.982
gini = 0.219
samples = 8

value = [0, 7, 0, 0, 0, 0, 0, 0, 1, 0]

X[426] <= -54.9
gini = 0.68

samples = 10
value = [0, 0, 1, 5, 1, 0, 1, 0, 2, 0]

X[434] <= -45.456
gini = 0.606

samples = 27
value = [1, 16, 1, 0, 4, 0, 3, 0, 2, 0]

X[127] <= -96.183
gini = 0.006

samples = 4907
value = [2, 4892, 1, 5, 2, 0, 5, 0, 0, 0]

gini = 0.0
samples = 7

value = [0, 0, 0, 0, 0, 0, 0, 0, 7, 0]

gini = 0.0
samples = 1

value = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

X[556] <= -61.191
gini = 0.524

samples = 15
value = [2, 1, 0, 10, 0, 1, 0, 0, 1, 0]

X[750] <= 98.674
gini = 0.785

samples = 24
value = [3, 4, 5, 0, 3, 0, 8, 0, 1, 0]

gini = 0.0
samples = 13

value = [0, 0, 0, 0, 0, 13, 0, 0, 0, 0]

X[667] <= 115.481
gini = 0.444
samples = 3

value = [0, 0, 1, 0, 0, 0, 0, 0, 2, 0]

X[741] <= -23.886
gini = 0.328

samples = 388
value = [2, 54, 0, 313, 0, 18, 0, 0, 1, 0]

X[216] <= -101.181
gini = 0.323

samples = 460
value = [5, 374, 0, 55, 0, 20, 3, 0, 2, 1]

X[209] <= -101.752
gini = 0.37

samples = 96
value = [1, 3, 0, 18, 0, 0, 0, 0, 74, 0]

X[601] <= -114.41
gini = 0.142

samples = 2945
value = [76, 110, 3, 2724, 6, 0, 21, 0, 5, 0]

X[712] <= 1.761
gini = 0.676

samples = 435
value = [30, 221, 3, 68, 79, 1, 26, 2, 5, 0]

X[46] <= -14.225
gini = 0.542

samples = 2247
value = [137, 96, 17, 1447, 423, 0, 102, 0, 25, 0]

X[66] <= -85.385
gini = 0.746

samples = 345
value = [21, 8, 2, 146, 2, 43, 15, 0, 70, 38]

X[720] <= -50.715
gini = 0.733

samples = 1637
value = [612, 70, 40, 243, 145, 4, 504, 0, 19, 0]

X[557] <= -47.582
gini = 0.632

samples = 153
value = [65, 0, 1, 6, 1, 0, 64, 0, 16, 0]

X[625] <= 99.966
gini = 0.324

samples = 356
value = [67, 0, 1, 0, 3, 0, 285, 0, 0, 0]

X[274] <= -80.529
gini = 0.322

samples = 340
value = [273, 0, 1, 3, 1, 0, 62, 0, 0, 0]

X[64] <= 150.851
gini = 0.525

samples = 54
value = [17, 0, 0, 2, 2, 0, 33, 0, 0, 0]

X[315] <= -73.917
gini = 0.708

samples = 219
value = [80, 1, 7, 55, 7, 0, 67, 0, 2, 0]

X[17] <= -38.153
gini = 0.509

samples = 576
value = [368, 1, 8, 34, 1, 0, 162, 0, 2, 0]

X[650] <= -55.593
gini = 0.164

samples = 3518
value = [3204, 1, 5, 21, 2, 0, 284, 0, 1, 0]

X[584] <= -33.917
gini = 0.552

samples = 487
value = [291, 0, 33, 8, 5, 0, 143, 0, 7, 0]

X[134] <= -37.066
gini = 0.497

samples = 56
value = [0, 2, 3, 1, 1, 6, 2, 1, 39, 1]

X[397] <= -61.095
gini = 0.421

samples = 108
value = [2, 0, 3, 0, 0, 81, 5, 2, 12, 3]

X[744] <= -69.488
gini = 0.735

samples = 47
value = [1, 0, 1, 6, 0, 20, 1, 1, 9, 8]

X[286] <= 23.583
gini = 0.192

samples = 244
value = [1, 0, 3, 0, 2, 7, 1, 2, 9, 219]

X[552] <= -99.509
gini = 0.111

samples = 3173
value = [17, 1, 18, 4, 27, 51, 47, 8, 2991, 9]

X[69] <= -105.472
gini = 0.658

samples = 69
value = [3, 2, 6, 1, 30, 0, 1, 0, 26, 0]

X[126] <= 31.449
gini = 0.777

samples = 227
value = [22, 1, 46, 8, 74, 2, 55, 0, 18, 1]

X[621] <= -60.755
gini = 0.311

samples = 65
value = [0, 0, 0, 0, 1, 1, 10, 0, 53, 0]

X[390] <= -43.801
gini = 0.622

samples = 1821
value = [18, 0, 313, 8, 1027, 3, 230, 0, 218, 4]

X[118] <= -40.629
gini = 0.559

samples = 3034
value = [30, 1, 190, 87, 728, 0, 1861, 0, 135, 2]

X[47] <= -39.634
gini = 0.627

samples = 535
value = [14, 1, 19, 270, 174, 0, 55, 0, 2, 0]

X[523] <= -14.565
gini = 0.581

samples = 4926
value = [30, 4, 1416, 57, 2807, 1, 511, 0, 99, 1]

X[191] <= -45.608
gini = 0.74

samples = 920
value = [267, 5, 115, 148, 25, 0, 336, 0, 21, 3]

X[108] <= 107.813
gini = 0.744

samples = 1081
value = [89, 15, 416, 47, 73, 1, 305, 0, 131, 4]

X[37] <= -40.429
gini = 0.384

samples = 3970
value = [49, 7, 3059, 34, 265, 3, 524, 0, 16, 13]

X[109] <= 125.321
gini = 0.759

samples = 448
value = [31, 2, 119, 4, 27, 3, 148, 0, 102, 12]

X[717] <= -28.853
gini = 0.038

samples = 2177
value = [0, 3, 0, 1, 0, 2135, 0, 24, 7, 7]

X[404] <= -143.902
gini = 0.379

samples = 264
value = [0, 0, 0, 0, 0, 202, 0, 48, 1, 13]

X[206] <= -49.234
gini = 0.37

samples = 9
value = [7, 0, 0, 1, 0, 0, 0, 0, 1, 0]

X[739] <= -93.422
gini = 0.48

samples = 15
value = [0, 0, 4, 0, 0, 0, 10, 0, 1, 0]

X[206] <= -87.234
gini = 0.044

samples = 90
value = [0, 0, 0, 0, 0, 88, 0, 1, 1, 0]

X[272] <= -83.915
gini = 0.486

samples = 12
value = [0, 0, 0, 0, 0, 3, 0, 8, 1, 0]

X[364] <= 0.806
gini = 0.096

samples = 99
value = [0, 0, 0, 0, 0, 5, 0, 94, 0, 0]

X[407] <= -145.889
gini = 0.611

samples = 18
value = [0, 0, 0, 0, 0, 10, 1, 4, 3, 0]

X[284] <= -19.698
gini = 0.102

samples = 925
value = [0, 1, 0, 0, 0, 876, 1, 28, 18, 1]

X[467] <= 1.059
gini = 0.595

samples = 33
value = [2, 0, 0, 1, 1, 3, 1, 20, 0, 5]

X[558] <= -41.445
gini = 0.74

samples = 383
value = [30, 7, 14, 24, 16, 180, 36, 25, 41, 10]

X[219] <= 3.051
gini = 0.599

samples = 313
value = [4, 0, 2, 0, 0, 45, 1, 183, 20, 58]

X[451] <= -36.696
gini = 0.55

samples = 377
value = [0, 0, 0, 0, 0, 182, 0, 175, 5, 15]

X[445] <= -60.695
gini = 0.106

samples = 4070
value = [1, 0, 0, 0, 0, 191, 0, 3843, 20, 15]

X[357] <= -86.843
gini = 0.6

samples = 1628
value = [1, 0, 0, 0, 0, 306, 1, 890, 11, 419]

X[331] <= -61.266
gini = 0.15

samples = 127
value = [1, 0, 1, 0, 1, 4, 2, 1, 117, 0]

X[14] <= -4.523
gini = 0.049

samples = 805
value = [0, 0, 1, 0, 0, 785, 2, 5, 5, 7]

X[433] <= -138.885
gini = 0.646

samples = 96
value = [3, 1, 0, 2, 0, 49, 0, 15, 1, 25]

X[75] <= -42.239
gini = 0.078

samples = 75
value = [0, 1, 0, 0, 0, 2, 0, 0, 72, 0]

X[323] <= -144.2
gini = 0.554

samples = 17
value = [5, 0, 0, 0, 0, 10, 2, 0, 0, 0]

X[43] <= -25.695
gini = 0.572

samples = 371
value = [0, 1, 1, 3, 0, 219, 0, 61, 1, 85]

X[736] <= -52.111
gini = 0.627

samples = 188
value = [11, 14, 2, 106, 0, 5, 4, 0, 39, 7]

X[571] <= -33.7
gini = 0.507

samples = 1010
value = [5, 0, 0, 0, 0, 48, 1, 326, 2, 628]

X[325] <= -145.587
gini = 0.099

samples = 4598
value = [7, 0, 1, 0, 0, 90, 0, 136, 2, 4362]

gini = 0.0
samples = 86

value = [0, 0, 0, 0, 0, 86, 0, 0, 0, 0]

X[450] <= 2.209
gini = 0.622

samples = 190
value = [2, 0, 1, 1, 1, 69, 0, 92, 4, 20]

X[330] <= -85.794
gini = 0.222

samples = 66
value = [2, 0, 0, 0, 0, 4, 0, 2, 58, 0]

X[157] <= 91.034
gini = 0.735

samples = 21
value = [6, 0, 6, 0, 3, 0, 6, 0, 0, 0]

X[31] <= 1.636
gini = 0.033

samples = 1385
value = [5, 0, 2, 1, 2, 7, 4, 1, 1362, 1]

X[479] <= 32.006
gini = 0.546

samples = 27
value = [17, 0, 4, 0, 0, 0, 1, 0, 5, 0]

X[64] <= -44.649
gini = 0.756

samples = 69
value = [26, 0, 3, 2, 1, 9, 8, 0, 18, 2]

X[131] <= 3.945
gini = 0.462

samples = 49
value = [0, 0, 35, 0, 6, 1, 5, 0, 2, 0]

X[490] <= -135.903
gini = 0.58

samples = 20
value = [2, 4, 0, 12, 0, 0, 0, 0, 2, 0]

X[356] <= -43.055
gini = 0.408
samples = 7

value = [0, 0, 5, 0, 2, 0, 0, 0, 0, 0]

gini = 0.0
samples = 95

value = [0, 0, 0, 0, 0, 95, 0, 0, 0, 0]

X[601] <= -0.91
gini = 0.5

samples = 2
value = [0, 0, 0, 0, 0, 0, 0, 0, 1, 1]

X[44] <= -105.084
gini = 0.797

samples = 108
value = [22, 6, 12, 4, 2, 3, 24, 2, 33, 0]

X[47] <= -44.634
gini = 0.552

samples = 75
value = [1, 1, 47, 1, 15, 0, 9, 0, 1, 0]

X[490] <= 40.597
gini = 0.119

samples = 64
value = [0, 60, 2, 0, 2, 0, 0, 0, 0, 0]

X[577] <= -53.874
gini = 0.685

samples = 17
value = [8, 1, 0, 3, 0, 0, 1, 0, 4, 0]

X[658] <= -103.236
gini = 0.735

samples = 18
value = [0, 7, 1, 5, 1, 0, 1, 0, 3, 0]

X[605] <= -107.444
gini = 0.011

samples = 4934
value = [3, 4908, 2, 5, 6, 0, 8, 0, 2, 0]

gini = 0.0
samples = 9

value = [0, 0, 0, 0, 0, 9, 0, 0, 0, 0]

X[78] <= 64.097
gini = 0.219
samples = 8

value = [1, 0, 0, 0, 0, 0, 0, 0, 7, 0]

X[233] <= -53.325
gini = 0.834

samples = 39
value = [5, 5, 5, 10, 3, 1, 8, 0, 2, 0]

X[312] <= -21.141
gini = 0.32

samples = 16
value = [0, 0, 1, 0, 0, 13, 0, 0, 2, 0]

X[242] <= -123.841
gini = 0.555

samples = 848
value = [7, 428, 0, 368, 0, 38, 3, 0, 3, 1]

X[322] <= -129.465
gini = 0.184

samples = 3041
value = [77, 113, 3, 2742, 6, 0, 21, 0, 79, 0]

X[714] <= -15.233
gini = 0.626

samples = 2682
value = [167, 317, 20, 1515, 502, 1, 128, 2, 30, 0]

X[232] <= -76.997
gini = 0.78

samples = 1982
value = [633, 78, 42, 389, 147, 47, 519, 0, 89, 38]

X[15] <= -29.406
gini = 0.461

samples = 509
value = [132, 0, 2, 6, 4, 0, 349, 0, 16, 0]

X[622] <= -69.244
gini = 0.4

samples = 394
value = [290, 0, 1, 5, 3, 0, 95, 0, 0, 0]

X[163] <= -35.609
gini = 0.586

samples = 795
value = [448, 2, 15, 89, 8, 0, 229, 0, 4, 0]

X[369] <= -50.655
gini = 0.227

samples = 4005
value = [3495, 1, 38, 29, 7, 0, 427, 0, 8, 0]

X[414] <= -64.531
gini = 0.617

samples = 164
value = [2, 2, 6, 1, 1, 87, 7, 3, 51, 4]

X[330] <= -7.294
gini = 0.378

samples = 291
value = [2, 0, 4, 6, 2, 27, 2, 3, 18, 227]

X[39] <= -90.657
gini = 0.133

samples = 3242
value = [20, 3, 24, 5, 57, 51, 48, 8, 3017, 9]

X[477] <= -23.062
gini = 0.794

samples = 292
value = [22, 1, 46, 8, 75, 3, 65, 0, 71, 1]

X[744] <= -76.988
gini = 0.667

samples = 4855
value = [48, 1, 503, 95, 1755, 3, 2091, 0, 353, 6]

X[638] <= -60.66
gini = 0.618

samples = 5461
value = [44, 5, 1435, 327, 2981, 1, 566, 0, 101, 1]

X[639] <= -53.473
gini = 0.778

samples = 2001
value = [356, 20, 531, 195, 98, 1, 641, 0, 152, 7]

X[165] <= -12.798
gini = 0.454

samples = 4418
value = [80, 9, 3178, 38, 292, 6, 672, 0, 118, 25]

X[406] <= -95.66
gini = 0.082

samples = 2441
value = [0, 3, 0, 1, 0, 2337, 0, 72, 8, 20]

X[303] <= -78.746
gini = 0.705

samples = 24
value = [7, 0, 4, 1, 0, 0, 10, 0, 2, 0]

X[241] <= -98.561
gini = 0.196

samples = 102
value = [0, 0, 0, 0, 0, 91, 0, 9, 2, 0]

X[301] <= -62.325
gini = 0.281

samples = 117
value = [0, 0, 0, 0, 0, 15, 1, 98, 3, 0]

X[608] <= -83.72
gini = 0.155

samples = 958
value = [2, 1, 0, 1, 1, 879, 2, 48, 18, 6]

X[417] <= -19.184
gini = 0.781

samples = 696
value = [34, 7, 16, 24, 16, 225, 37, 208, 61, 68]

X[423] <= -31.196
gini = 0.177

samples = 4447
value = [1, 0, 0, 0, 0, 373, 0, 4018, 25, 30]

X[285] <= -51.471
gini = 0.649

samples = 1755
value = [2, 0, 1, 0, 1, 310, 3, 891, 128, 419]

X[380] <= -149.918
gini = 0.141

samples = 901
value = [3, 1, 1, 2, 0, 834, 2, 20, 6, 32]

X[189] <= -46.344
gini = 0.367

samples = 92
value = [5, 1, 0, 0, 0, 12, 2, 0, 72, 0]

X[744] <= -31.988
gini = 0.756

samples = 559
value = [11, 15, 3, 109, 0, 224, 4, 61, 40, 92]

X[220] <= -17.37
gini = 0.201

samples = 5608
value = [12, 0, 1, 0, 0, 138, 1, 462, 4, 4990]

X[378] <= -132.015
gini = 0.568

samples = 276
value = [2, 0, 1, 1, 1, 155, 0, 92, 4, 20]

X[92] <= -58.992
gini = 0.534

samples = 87
value = [8, 0, 6, 0, 3, 4, 6, 2, 58, 0]

X[89] <= -7.057
gini = 0.062

samples = 1412
value = [22, 0, 6, 1, 2, 7, 5, 1, 1367, 1]

X[751] <= -6.22
gini = 0.796

samples = 118
value = [26, 0, 38, 2, 7, 10, 13, 0, 20, 2]

X[722] <= -17.449
gini = 0.73

samples = 27
value = [2, 4, 5, 12, 2, 0, 0, 0, 2, 0]

X[607] <= -32.454
gini = 0.041

samples = 97
value = [0, 0, 0, 0, 0, 95, 0, 0, 1, 1]

X[750] <= 16.674
gini = 0.802

samples = 183
value = [23, 7, 59, 5, 17, 3, 33, 2, 34, 0]

X[602] <= -119.215
gini = 0.418

samples = 81
value = [8, 61, 2, 3, 2, 0, 1, 0, 4, 0]

X[211] <= -98.846
gini = 0.015

samples = 4952
value = [3, 4915, 3, 10, 7, 0, 9, 0, 5, 0]

X[234] <= 26.664
gini = 0.547

samples = 17
value = [1, 0, 0, 0, 0, 9, 0, 0, 7, 0]

X[473] <= 23.37
gini = 0.844

samples = 55
value = [5, 5, 6, 10, 3, 14, 8, 0, 4, 0]

gini = 0.0
samples = 15

value = [0, 0, 0, 0, 0, 0, 0, 0, 15, 0]

X[634] <= -108.723
gini = 0.34

samples = 3889
value = [84, 541, 3, 3110, 6, 38, 24, 0, 82, 1]

X[623] <= -72.9
gini = 0.757

samples = 4664
value = [800, 395, 62, 1904, 649, 48, 647, 2, 119, 38]

X[776] <= -14.076
gini = 0.539

samples = 903
value = [422, 0, 3, 11, 7, 0, 444, 0, 16, 0]

X[228] <= -20.81
gini = 0.306

samples = 4800
value = [3943, 3, 53, 118, 15, 0, 656, 0, 12, 0]

X[407] <= -52.889
gini = 0.655

samples = 455
value = [4, 2, 10, 7, 3, 114, 9, 6, 69, 231]

X[64] <= -49.149
gini = 0.233

samples = 3534
value = [42, 4, 70, 13, 132, 54, 113, 8, 3088, 10]

X[45] <= -10.652
gini = 0.684

samples = 10316
value = [92, 6, 1938, 422, 4736, 4, 2657, 0, 454, 7]

X[751] <= 0.78
gini = 0.613

samples = 6419
value = [436, 29, 3709, 233, 390, 7, 1313, 0, 270, 32]

X[175] <= -65.91
gini = 0.1

samples = 2465
value = [7, 3, 4, 2, 0, 2337, 10, 72, 10, 20]

X[390] <= -8.801
gini = 0.526

samples = 219
value = [0, 0, 0, 0, 0, 106, 1, 107, 5, 0]

X[577] <= -139.874
gini = 0.525

samples = 1654
value = [36, 8, 16, 25, 17, 1104, 39, 256, 79, 74]

X[273] <= -94.157
gini = 0.356

samples = 6202
value = [3, 0, 1, 0, 1, 683, 3, 4909, 153, 449]

X[745] <= -6.067
gini = 0.266

samples = 993
value = [8, 2, 1, 2, 0, 846, 4, 20, 78, 32]

X[303] <= -20.746
gini = 0.31

samples = 6167
value = [23, 15, 4, 109, 0, 362, 5, 523, 44, 5082]

X[287] <= -60.327
gini = 0.707

samples = 363
value = [10, 0, 7, 1, 4, 159, 6, 94, 62, 20]

X[182] <= -102.087
gini = 0.176

samples = 1530
value = [48, 0, 44, 3, 9, 17, 18, 1, 1387, 3]

X[417] <= -48.684
gini = 0.4

samples = 124
value = [2, 4, 5, 12, 2, 95, 0, 0, 3, 1]

X[542] <= -109.231
gini = 0.823

samples = 264
value = [31, 68, 61, 8, 19, 3, 34, 2, 38, 0]

X[362] <= -40.64
gini = 0.022

samples = 4969
value = [4, 4915, 3, 10, 7, 9, 9, 0, 12, 0]

X[558] <= 75.555
gini = 0.833

samples = 70
value = [5, 5, 6, 10, 3, 14, 8, 0, 19, 0]

X[327] <= -120.797
gini = 0.621

samples = 8553
value = [884, 936, 65, 5014, 655, 86, 671, 2, 201, 39]

X[38] <= -68.201
gini = 0.376

samples = 5703
value = [4365, 3, 56, 129, 22, 0, 1100, 0, 28, 0]

X[399] <= -74.396
gini = 0.366

samples = 3989
value = [46, 6, 80, 20, 135, 168, 122, 14, 3157, 241]

X[77] <= -20.276
gini = 0.732

samples = 16735
value = [528, 35, 5647, 655, 5126, 11, 3970, 0, 724, 39]

X[394] <= -5.959
gini = 0.167

samples = 2684
value = [7, 3, 4, 2, 0, 2443, 11, 179, 15, 20]

X[390] <= -32.801
gini = 0.511

samples = 7856
value = [39, 8, 17, 25, 18, 1787, 42, 5165, 232, 523]

X[380] <= -106.918
gini = 0.455

samples = 7160
value = [31, 17, 5, 111, 0, 1208, 9, 543, 122, 5114]

X[662] <= -59.07
gini = 0.401

samples = 1893
value = [58, 0, 51, 4, 13, 176, 24, 95, 1449, 23]

X[289] <= -91.953
gini = 0.841

samples = 388
value = [33, 72, 66, 20, 21, 98, 34, 2, 41, 1]

X[574] <= -96.505
gini = 0.047

samples = 5039
value = [9, 4920, 9, 20, 10, 23, 17, 0, 31, 0]

X[173] <= -36.12
gini = 0.712

samples = 14256
value = [5249, 939, 121, 5143, 677, 86, 1771, 2, 229, 39]

X[94] <= -89.692
gini = 0.783

samples = 20724
value = [574, 41, 5727, 675, 5261, 179, 4092, 14, 3881, 280]

X[405] <= -131.051
gini = 0.579

samples = 10540
value = [46, 11, 21, 27, 18, 4230, 53, 5344, 247, 543]

X[371] <= -75.929
gini = 0.619

samples = 9053
value = [89, 17, 56, 115, 13, 1384, 33, 638, 1571, 5137]

X[543] <= -97.954
gini = 0.153

samples = 5427
value = [42, 4992, 75, 40, 31, 121, 51, 2, 72, 1]

X[498] <= -95.529
gini = 0.845

samples = 34980
value = [5823, 980, 5848, 5818, 5938, 265, 5863, 16, 4110

319]

X[599] <= -60.345
gini = 0.732

samples = 19593
value = [135, 28, 77, 142, 31, 5614, 86, 5982, 1818, 5680]

X[546] <= -129.998
gini = 0.86

samples = 40407
value = [5865, 5972, 5923, 5858, 5969, 386, 5914, 18, 4182

320]

X[207] <= -98.571
gini = 0.9

samples = 60000
value = [6000, 6000, 6000, 6000, 6000, 6000, 6000, 6000, 6000

6000]

Figure 5.5: CART tree trained on Fashion-MNIST dataset.

plots, we pick the tree with the lowest test error (λ = 2000). In figure 5.3, we show

the weight vector of each decision node, and in figure 5.4 we show the histogram of

instances at each node.

5.2.4 Sub-groups in sneakers and pullover class

Determining sub-groups within a given class is very important to interpret the

dataset. As shown in the figure 5.3, there exist sub-groups within a single class. For

instance, both in class sneakers and pullover, there exist two sub-groups in each class.

In class sneakers by looking at the average image in the leaves (number 20 and 24),
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Decision
node # 8

dress class
leaf # 16

coat class
leaf # 17

Figure 5.6: Left: weight vector of the decision node # 8 plotted as 28×28 image.
Magenta color represents negative weights (left child) and green color represents
positive weights (right child). Middle: one instance of class dress, and blue ellipses
show the location of magenta color weights in the image. Right: one instance of class
coat, and blue ellipses show the location of green color weights.

it is easy to see two types of sneakers in this class. These subgroups are different in

terms of the height of the ankle part of the shoe. Since there are so many instances,

it is difficult to predict this kind of sub-groupings. However, the sparse oblique trees

allow us to visualize these groups easily.

5.2.5 Difference between pairs of classes or groups of classes

There is a lot of irrelevant information in a given image in the image dataset,

making it hard to understand what concept differentiates the two classes. So, it

is very difficult to summarize the difference between classes by just looking at the

images. However, by examining the weights of the two classes’ decision nodes, we

can understand what concept separates the two classes. For instance, as shown in

the figure 5.6 the weights of decision node number 8 clearly describe the difference

between class dress and coat. The tree mostly focuses on the sleeves; if it is present,
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left subtree right subtree
Decision
node # 5

sneaker class
leaf # 20

bag class
leaf # 21

t-shirt class
leaf # 11

left subtree right subtree
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node # 7

coat class
leaf # 28

shirt class
leaf # 29

ankle boot

leaf # 15

left subtree right subtree
Decision
node # 6

sneaker class
leaf # 24

sandal class
leaf # 25

pullover

leaf # 26
trouser

leaf # 27

Figure 5.7: Same as figure 5.6, but for a group of classes.
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then it is a coat (green weights); otherwise, it is a dress. This makes sense when we

look at the instance of the dress class, where most instances do not have long sleeves,

unlike to coat class, where all instances have long sleeves.

Similarly, by examining the decision nodes closer to the root, we can determine

the difference between a group of classes. We show a few such examples in figure 5.7.

As shown in the figure 5.3 node # 5 separates class sneaker and bag to the left side,

tshirt to the right side. The decision node separates tshirt from other two, based on

the presence of ink on the neck, as both bag and sneaker do not have ink on that

region. In the second row the decision node # 7 separates the left group (coat and

shirt) from the right group (ankle boots) in terms of ink present at the top of the

ankle boots. If the ink is present at that location, the node sends the instance to

the right child; otherwise, the left child. In third row of the figure 5.7 we see one

interesting example, where the tree needs very few pixels to differentiate between

two groups: Sneaker and sandals on the left, and pullover and trouser on the right. The

node checks if the instance has collar or the belt, then the instance goes to the right

side; otherwise, if the instance has ink at the right side of shoe, then it goes to the

left. These insights about the data are difficult to attain with any other classifier.

5.2.6 Feature selection for a given instance

The proposed approach can also select features that are specific to a given in-

stance. This way, we can track what part of the images is selected at each decision

node. This provides an if-else-based rule for a given prediction, creating a set of rules

to understand what features are required for a given instance to be classified as a

specific class.

We give one such example for an instance of class t-shirt in figure 5.8. As shown

in the first node, the tree focuses on the neck, left short sleeves and the middle pixels

in the image. Then for the second node in the path (node # 2), the tree checks for
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Decision node
weight

weights along
path

image part
selected

node # 1, left child

node # 2, right child

node # 5, right child

Figure 5.8: Left: weight vectors of decision nodes plotted as 28×28 image. Magenta
color represents negative weights (left child), and green color represents positive
weights (right child). Middle: weights along the path from the root to leaf # 11.
Right: one instance of class t-shirt, and blue ellipses show the location of weights
from the middle column in the image.
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the shape of the t-shirt to separate it from the other classes (dress, coat, pullover).

Finally, at node # 5, the tree uses neck as the discriminatory features to send the

instance at leaf # 11.

5.3 Conclusion

In this section, we show how sparse oblique trees can be used to interpret image

datasets. Since these trees can achieve high accuracy while remaining interpretable,

we can use them to understand what part of an image is relevant for a particular

class or sub-groups of a class. By extending our masking operation from the previous

chapter, we can establish the relationship between classes and the input features

using the weights of the decision nodes. This allows us to understand the underlying

difference between classes, sub-groups of a class, or groups of classes. Also, using the

hierarchical structure of the oblique trees, we can extract features that are tailored

not only to a class but also for specific instances.



Chapter 6

Conclusion and Future Work

This dissertation presents two novel approaches to interpret deep neural net-

works. The first approach focuses on understanding what information is retained by

the parameters of the network. We achieve this by generating multiple inverse sets

corresponding with different activation ranges for a given neuron in the network. In-

spection of these regions by a human can reveal regularities that help us characterize

individual neurons’ behavior more comprehensively. The second approach discusses

what group of neurons are related to a specific class. For this, we mimic the classi-

fier part of the network using sparse oblique decision trees and use the parameters

of decision nodes to establish relationships between neurons and classes. We also

present a surprising discovery that out of thousands of neurons in the network, only

a small subset of neurons are responsible for a given class. Finally, we extend the

second approach to interpret image datasets by training sparse oblique trees directly

over the pixels of the images and demonstrating what concept (group of features)

differentiates between a group of classes or sub-groups within a class.

Our ability to characterize a given neuron’s behavior and determine how different

neurons in the deep neural network interact with each other to make a decision

can lead to several future research directions, either by extending these approaches
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individually or as a combination of the two. In the rest of this section, we discuss

some of these future research projects.

Interpreting NLP datasets In chapter 5, we show how we can use sparse oblique

decision trees to interpret image datasets. So, it is natural to explore this approach

for other datasets in different domains, such as NLP datasets. We can represent the

raw text data into TF-IDF (term frequency-inverse document frequency) format and

then apply the same approach as in chapter 5 to find the interesting group of input

features. However, unlike image datasets, the features selected by the decision tree

are not directly interpretable, as the features are in TF-IDF format. We need to

map back the selected features to the corresponding word in the vocabulary, using

their original index in a feature vector.

Extracting class-specific concepts Another possible direction of future research

is to extract class-specific human-interpretable concepts from the deep net using

sparse oblique decision trees. We demonstrate in chapter 4 that by mimicking the

classifier part of the network using sparse oblique decision trees, we can find the

class-specific neurons effectively. We can project these neurons into input space to

provide a human-interpretable, rule-based global explanation for the network. One

way to achieve this is by projecting selected neurons from each class to the input

space. We can use the “sampling the inverse set” approach (chapter 3) here. Instead

of generating the inverse set for a single neuron, we can do it for a group of neurons,

same as section 3.3.1. We can further fine-tune results by setting different activation

ranges for different neurons. Next, we can generate multiple inverse sets with varying

activation ranges, allowing us to visualize what concepts in the input change the class

probability.



Appendix A

Neural Network Architectures

Tables A.1 and A.2 describe the architectures for our LeNet5 network and the

VGG16 network used in the experiments in chapters 4–5.

Block name Block description

conv1
convolution with kernel size 5× 5 and 20 channels

ReLU
maxpooling with kernel size 2× 2

conv2
convolution with kernel size 5× 5 and 50 channels

ReLU
maxpooling with kernel size 2× 2

fc1
Fully connected layer with 500 hidden units

ReLU

dropout p=0.5

fc2 Fully connected layer with 10 hidden units

Table A.1: LeNet5 architecture for MNIST dataset.
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Layer Connectivity

Input 64×64×3 Image

1 convolutional, 64 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

2 convolutional, 64 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

3 max pool, 2× 2 window (stride=2)

4 convolutional, 128 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

5 convolutional, 128 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

6 max pool, 2× 2 window (stride=2)

7 convolutional, 256 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

8 convolutional, 256 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

9 convolutional, 256 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

10 max pool, 2× 2 window (stride=2)

Layer Connectivity

11 convolutional, 512 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

12 convolutional, 512 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

13 convolutional, 512 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

14 max pool, 2× 2 window (stride=2)

15 convolutional, 512 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

16 convolutional, 512 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

17 convolutional, 512 3×3 filters
(stride=1,padding = 1)
followed by BatchNormalization
→ ReLU

18 Dense Layer 4096 neuron
followed by ReLU → Dropout (p=0.6)

19 Dense Layer 4096 neuron
followed by ReLU → Dropout (p=0.6)

20 Dense Layer 16 neuron

21 softmax

Table A.2: Architecture of our modified VGG16 neural net for our ImageNet subset
(64× 64 image size).
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neuron: An approach to understanding neural nets. arXiv:1910.04857, Sept. 27

2019.
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multiclass AdaBoost for image classification: The role of tree optimization.

In IEEE Int. Conf. Image Processing (ICIP 2021), pages 424–428, Online,

Sept. 19–22 2021.



79

[106] A. Zharmagambetov, S. S. Hada, M. Gabidolla, and M. Á. Carreira-Perpiñán.
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