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Classification problems involving thousands to millions of classes occur naturally in many real-
world applications. Examples include predicting the next word in a sentence where the vocabulary
size can be in the order of hundreds of thousands, and categorizing products for e-commerce systems
where the number of distinct labels can be in the order of millions. A linear softmax model, either
standalone or as the last layer in a neural network, is widely used for general classification problems.
Its inference time, however, is proportional to the number of classes K , as it needs to evaluate
the score for every class no matter the input, which makes it very slow for large-K classification
problems. A natural way to speed it up would be through conditional computation during inference,
so that only a small subset of classes needs consideration [2, 5, 4, 3]. Recently, Zharmagambetov
et al. [6] proposed a novel Softmax Tree (ST) model that strikes a good balance between linear
methods and decision trees: the model takes the form of a (hard) decision tree with sparse oblique
(linear) decision nodes and small softmaxes at the leaves. However, a significant drawback is that it
assumes a complete tree structure, whose size grows exponentially with depth, and this limits their
power in both accuracy and inference time. The key to achieve fast inference time is to decrease the
size of the leaf softmaxes by increasing the depth of the leaf path. Thus, we propose a new model,
Adaptive Softmax Trees (ASTs), where we learn jointly the structure and parameters of the tree, by
interleaving steps that grow the structure optimally with steps that optimize the parameters of the
current structure. This makes it possible to learn ASTs that can grow much deeper but in an irregular
way, adapting to the data distribution. As we show experimentally, the resulting ASTs improve
considerably the predictive accuracy while reducing the number of parameters and inference time
even further.
Softmax tree Let {(xn, yn)}Nn=1 ⊂ R

D × {1, . . . ,K} be our training set of size N of D-
dimensional input features and K classes. Write the Softmax Tree as τ (x;Θ), a rooted binary
tree with a set of decision (internal) nodes Ndec and a set of leaf nodes Nleaf. Each decision
node i ∈ Ndec has a decision function gi(x; θi): R

D → {lefti, righti} ⊂ {Ndec ∪ Nleaf}
that sends an instance x to its left or to its right child. We use oblique (linear) decision nodes:
“if wT

i x+wi0 ≥ 0 then gi(x) = righti, otherwise gi(x) = lefti” where the learnable parameters
are θi = {wi, wi0}. Note how the decision function makes hard decisions, unlike in soft trees, where
an instance x is propagated to both children with a positive probability. Each leaf j ∈ Nleaf contains
a predictive function fj(x; θj): R

D → S
K that produces the actual output of the tree τ (x;Θ) for an

instance x, where S
K = {x ∈ [0, 1]K : 1T

x = 1}. In Softmax Trees, fj(x; θj) takes the form of a
small softmax linear classifier: fj(x; θj) = σ(Wjx+wj0) where θj = {Wj ∈ R

k×D, wj0 ∈ R
k}

are the learnable parameters, and σ(·) is the softmax function. The leaf predictor function fj(x; θj)
can output only k nonzero probabilities, with k ≤ K , for a set of k classes (this set is learned); for
all the other K − k classes fj(x; θj) assigns exactly zero probability. For problems with a large
number of classes we want k ≪ K to allow for fast inference. The predictive function of the whole
Softmax Tree τ (x;Θ) then works by routing an instance x to exactly one leaf through a root-leaf
path of (oblique) decision nodes and applying that leaf’s small softmax predictor function. Overall,
a ST can be seen as a hierarchical collection of local softmax classifiers each operating on a small
subset of classes.
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Figure 1: (Left) 0/1 loss of the final AST model for training (dashed line) and test (solid line),
compared with the complete Softmax Tree. The arrows point to where expansions of the AST
happened. The line colors indicate the performance of the ST (blue), ST(AST) (green) and AST
(red). This shows that the adaptive growth gradually enhances the performance of the model on
both training and test tests (red solid and dashed lines). On the other hand, a ST initialized randomly
(blue line) or on the final structure of AST (green line) is unable to improve after a certain number of
iterations. (Right) AST for the Wiki-Small subs. dataset. Size of the blue nodes (on the tree) shows
the actual number of classes in the leaves after pruning. Green (left column) shows theoretical max.
values at each aligned depth.

Adaptive Softmax Tree We first train a shallow (e.g. depth ∆ = 2) complete Softmax Tree
τ (·;Θ) with relatively large k0-class softmaxes in the leaves. The number of classes k0 is set such
that the total number of predictable classes by the model is at least the total number of classes K in
the dataset: k02∆ ≥ K . We then attempt to replace each leaf j ∈ Nleaf softmax predictor function
fj(·; θj) by yet another shallow Softmax Tree τ̂ j(·; Θ̂j) of depth ∆̂ = 1 or 2, whose leaves contain
smaller k̂j-class softmaxes, k̂j < k0. To control by how much these large softmaxes are reduced we
use the following simple heuristic: k̂j = αk0, whereα ∈ (0, 1) is the softmax contraction coefficient
hyperparameter. We obtain this small tree τ̂ j(·; Θ̂j) by fitting it using the TAO [1] algorithm on the
training instances that reach the leaf j, i.e., on the reduced set Rj . This step can be considered as
a recursive application of the Softmax Tree method with the goal of replacing large, flat softmaxes
with faster “softmax subtrees”. But instead of directly substituting the leaf softmax fj(·; θj) with
the tree τ̂ j(·; Θ̂j), we first ensure that the accuracy of τ̂ j(·; Θ̂j) is at least as good as the original
softmax fj(·; θj) or within a reasonable tolerance ratio hyperparameter ρ > 1. If this is not the case,
the leaf predictor function fj(·; θj) remains unchanged. Otherwise, the substitution happens, and
this results in the structure change of the original tree model τ (·;Θ) where it is expanded through
the leaf j (the expansion step). In this way, after attempting to expand all the leaves j ∈ Nleaf, and
assuming some or all of them are expanded, we obtain a deeper, irregular Softmax Tree τ exp(·;Θexp)
with smaller leaf softmaxes which has comparable or better training accuracy and faster inference.
Now, importantly, we retrain the whole model τ exp(·;Θexp) globally using TAO (the regular step),
which will further improve the model accuracy and possibly sparsify nodes. We repeat these local
expansion and global optimization steps until the model converges or some predetermined stopping
criterion is reached. Table shows results on the text classification dataset WIKI-Small. We report
the test error, depth ∆ of the tree, and the average inference time per test sample in milliseconds.

Method Etest(%) ∆ inf.(ms) Train time

RecallTree 92.64 15 0.97 53m
one-vs-all 85.71 0 10.70 > 7d
MACH 84.80 – 252.64 1445m
ST(k = 200) 84.70 8 0.18 ≈1000m
(π, κ)-DS 78.50 – 10.33 –
ST(k = 150) 77.26 8 0.57 ≈1000m
AST(α=0.6, ρ=1.0) 77.30 12 0.03 ≈2000m
AST(α=0.60, ρ=1.1) 76.21 12 0.04 ≈2000m
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