Derivation of planar three-body hyperspherical harmonics from monopole harmonics
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The hyperspherical harmonics which appear in the analysis of the planar three-body problem are explicitly expressed in terms of the harmonics of importance in the theory of magnetic monopoles. This connection is achieved by transforming the eigenvalue equations which define hyperspherical harmonics into the eigenvalue equations for monopole harmonics. This transformation requires the recognition of a gauge potential which arises in the three-body problem and which has the same form as that of a magnetic monopole. In this manner, explicit formulas for the two standard representations of the three-body harmonics are derived. The coupling coefficients between the two representations follow naturally from the derivation. Emphasis is placed on the gauge theoretical aspects of the derivations and the significance of gauge transformations is discussed.
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I. INTRODUCTION

Hyperspherical methods have long been a valuable analytical and computational tool for understanding n-body quantum systems. The original work in this field dates back to at least the time of Fock’s treatment of the helium atom [1]. Since then, a large literature has arisen, applying numerous hyperspherical methods (including the hyperspherical harmonics of interest in this article) to the diverse fields of molecular, nuclear, and atomic physics [2–8]. In molecular physics, for example, the hyperspherical approach has played a central role over the last 20 years in the study of reactive scattering. The initial foundation for these studies can be traced to Kuppermann’s paper [9] outlining the application of symmetrical hyperspherical coordinates to reactive scattering. Since the original studies on the H\(_2^+\)H→H+H\(_2^+\) reaction, the hyperspherical approach has been successful in treating a number of reactions with increasing computational sophistication [10–16]. In addition, to reactive scattering, hyperspherical techniques have been applied to problems in collision induced dissociation [17] and photodissociation [18], as well as bound-state problems [19,20]. As an example of the latter, Aquilanti et al. have analyzed H\(_2^+\) with the aid of Sturmian bases [21]. This method is intimately tied to the momentum space approach of constructing hydrogenlike orbitals through the use of hyperspherical harmonics [7,22]. The hyperspherical approach, in particular, the use of hyperspherical harmonics, has also been extensively applied to nuclear physics, such as in the study of three nucleon systems [5] and recently in studies of halo nuclei consisting of a core surrounded by two loosely bound neutrons [6,23]. In atomic physics hyperspherical techniques have offered significant insight into the doubly excited states of helium [8]. In addition, hyperspherical harmonics have played a central role in the study by Cavagnero on electron correlations in atoms [24–26]. It may also be added that the general nature of hyperspherical techniques makes them particularly useful for investigations which seek to treat diverse phenomena in a coherent fashion and in so doing unify approaches from different fields.

The underlying idea behind all hyperspherical approaches is to consider the n-body configuration space as a multidimensional space with the n-body collision at the origin. The radial distance from the origin is called the hyper-radius. The hyper-radius is a recurring quantity in hyperspherical treatments and is central to many applications, in part, due to its nearly separable nature (in an adiabatic sense) in many problems [27,28,8]. In addition to the hyper-radius, it is often useful to introduce a set of hyperangles to form a complete system of coordinates on configuration space.

The metric used in defining the hyper-radius is specially chosen so that the kinetic-energy operator is proportional to the Laplacian. The kinetic energy then splits into a term dependent only on the hyperradius and a second term which contains all of the angular derivatives. It is this splitting which makes useful the introduction of hyperspherical harmonics, defined as eigenfunctions of the angular term of the kinetic energy. These harmonics have been used as basis functions for expansions of the n-body wave functions and potential-energy surfaces.

Smith [29] was one of the first to consider hyperspherical harmonics in the context of the quantum n-body problem. Though Smith’s original work focused on the planar three-body problem, the use of hyperspherical harmonics has since been generalized and developed extensively. However, properties of the hyperspherical harmonics are still not completely understood, and efficient mathematical methods for exploiting them in concrete problems remain elusive. For example, there is the question of how to construct the coupling coefficients between different bases of hyperspherical harmonics [2]. This issue is of key importance when one wishes to transform between two different choices of commuting observables, and such transformations have been especially useful in mapping potential-energy surfaces between different choices of hyperangles [30,31,2]. Though the problem of coupling coefficients is not the primary focus of our paper, it is expected that our methods will, nevertheless, shine light on this issue.

Our main result in this paper is an approach for generating the planar three-body hyperspherical harmonics, wherein we express them in terms of monopole harmonics. This connection between Smith’s hyperspherical harmonics and mono-
pole harmonics arises from the existence of a gauge potential, first realized by Guichardet [32], in the \( n\)-body problem. For the three-body problem, this gauge potential was shown by Iwai [33] to be of the same form as the gauge potential of a magnetic monopole. The gauge potential arises when one separates rotations from internal motions, and it is associated with a choice of body frame. The gauge potential is found naturally in expressions for the angular momentum and kinetic energy when written in terms of shape and orientation coordinates. As we shall show, the gauge potential also arises in expressions for the operators which define the hyperspherical harmonics. These expressions ultimately allow the eigenvalue problem of Smith’s to be turned into the eigenvalue problem for magnetic monopoles, whose solutions are the monopole harmonics. Monopole harmonics are well studied. Basic references are Wu and Yang [34] and Biedenharn and Louck [35].

The gauge theoretic methods applied here to the planar three-body problem are part of a larger branch of research concerning gauge fields in the \( n\)-body problem, which is reviewed by Littlejohn and Reinsch [36]. The gauge theory of the \( n\)-body problem is itself an example of a geometric phase and belongs to the same class of problems as Berry’s phase and the magnetic monopoles, which is drawn mainly from Ref. [37]. Much research on geometric phases has been presented in the connection theory of fiber bundles, which is the proper mathematical setting for these problems. All the results presented here, however, will be derived by more conventional techniques.

In Sec. II, we present the relevant background on magnetic monopoles, which is drawn mainly from Ref. [34]. In Sec. III, we define several coordinate systems on the three-body configuration space and introduce conventions for the body frame. In Sec. III C the gauge potential is introduced and discussed. Section IV is the heart of the paper, in which we analyze the group \( \text{SO}(4) \) and a certain \( \text{SU}(2) \) subgroup from the gauge theoretical viewpoint. In Sec. IV D, the operators which define the hyperspherical harmonics are expressed in terms of the gauge potential. In Sec. V we present our derivation of the hyperspherical harmonics in the two conventions first introduced by Smith. The coupling coefficients between these two sets of harmonics (also derived by Smith) follow readily from our approach.

II. MAGNETIC MONOPOLES

We present here a brief survey of magnetic monopoles and the associated monopole harmonics [38,34]. The magnetic field of a monopole of magnetic charge \( g \) centered at the origin is

\[
\mathbf{B} = g \frac{\mathbf{x}}{|\mathbf{x}|^3}.
\]

The gauge potential of this magnetic field is expressed in what we call the “north regular gauge” as

\[
\mathbf{A}^{NR} = g \frac{1 - \cos \theta}{|\mathbf{x}| \sin \theta} \hat{\phi},
\]

where \( \theta \) and \( \phi \) are the usual spherical coordinates. We say that \( \mathbf{A}^{NR} \) is in the north regular gauge because the gauge potential possesses no singularities in the upper half-space \((x_3 \geq 0)\). However, the gauge potential is singular on the negative \( x_3 \) axis. These singular points constitute the monopole string. The string can be bent or moved about by gauge transformations, but it can never be eliminated.

Consider a particle with electric charge \( e \) in the field of a magnetic monopole which is fixed at the origin. The Hamiltonian is

\[
H = \frac{1}{2} |\mathbf{p} - e \mathbf{A}|^2,
\]

where \( \mathbf{p} = \dot{\mathbf{x}} + e \mathbf{A} \) and \( m = e = 1 \). We first consider the classical mechanics. The usual, or kinetic, angular momentum of the charged particle is given by \( \mathbf{v} \times \mathbf{p} \), where

\[
\mathbf{v} = \dot{\mathbf{x}} = \mathbf{p} - e \mathbf{A}.
\]

The kinetic angular momentum is not conserved, due to the angular dependence of the gauge potential in the Hamiltonian. However, by adding an additional term to the kinetic angular momentum, we can construct the vector

\[
\mathbf{L} = \mathbf{x} \times \mathbf{v} - \frac{q}{|\mathbf{x}|} \mathbf{x},
\]

where \( q = eg \), which is conserved. This modified angular-momentum vector is the true generator of physical rotations as can be seen from the Poisson brackets

\[
\begin{align*}
\{ L_i, L_j \} &= \epsilon_{ijk} L_k, \\
\{ L_i, x_j \} &= \epsilon_{ijk} x_k, \\
\{ L_i, v_j \} &= \epsilon_{ijk} v_k.
\end{align*}
\]

where here, as throughout this paper, repeated indices are summed over. Note that \( \mathbf{L} \) depends on the product \( q = eg \) but not on \( e \) or \( g \) individually.

The quantum Hamiltonian of a particle in the field of a magnetic monopole is also given by Eq. (2.3), so long as one interprets the equation as an operator equation with \( p_i = -i \partial / \partial x_i \). We take \( h = 1 \). Viewing \( p_i \) as an operator, we define the velocity operator \( v_j \) by Eq. (2.4) and the modified angular-momentum operator \( L_i \) by Eq. (2.5). As expected \( L_i \) commutes with the Hamiltonian and also satisfies the commutation relations

\[
\begin{align*}
[L_i, L_j] &= i \epsilon_{ijk} L_k, \\
[L_i, x_j] &= i \epsilon_{ijk} x_k, \\
[L_i, v_j] &= i \epsilon_{ijk} v_k.
\end{align*}
\]

In analogy with ordinary spherical harmonics, we define monopole harmonics to be simultaneous eigenfunctions of the operators \( L^2 = L_i L_i \) and \( L_3 \). According to the standard representation theory of \( \text{SU}(2) \), the form of the eigenvalues is determined solely by the commutation relations (2.7a). We thus have the following familiar eigenvalues which are possible for the monopole harmonics \( Y_{q/\mu} \):

\[
L^2 Y_{q/\mu} = (|\mathbf{x} \times \mathbf{v}|^2 + q^2) Y_{q/\mu} = \ell(\ell + 1) Y_{q/\mu},
\]

(2.8)
where \( \ell \) and \( \mu \) are either both integer or both half-integer, \( \ell \geq 0 \), and \(-\ell \leq \mu \leq \ell\). For ordinary spherical harmonics, continuity of the wave function imposes the constraint that \( \ell \) be an integer. For monopole harmonics, however, continuity arguments impose the constraint that \( \ell + q \) be an integer. Thus, monopole harmonics will have half-integer angular-momentum quantum numbers when \( q \) is half-integer. Note also that \( q \) must be either an integer or a half-integer, which is the Dirac quantization condition [34, 38]. The quantum numbers obey one final constraint, \( |q| \leq \ell \), which can be derived from Eq. (2.8). We summarize all constraints on the quantum numbers as

\[
-\ell \leq q, \mu \leq +\ell, \quad (2.10)
\]

\[
q, \ell, \mu = \text{integer or } q, \ell, \mu = \text{half-integer}. \quad (2.11)
\]

Because the operators \( L_\lambda \) depend on the choice of gauge for \( A \), the monopole harmonics also depend on the gauge. We present the harmonics in the north regular gauge as given by Wu and Yang [Ref. [39], Eq. (8)]

\[
Y_{q,\mu}^{NR}(\theta, \phi) = \left( \frac{2\ell + 1}{4\pi} \right)^{1/2} D_{\mu-q}^{\ell}(-\phi, \theta, \phi), \quad (12.12)
\]

where the \( D_{\mu-q}^{\ell} \) are the Wigner \( D \) matrices.\(^1\) The phases of the \( Y_{q,\mu}^{NR} \) are chosen so that

\[
(L_1 + iL_2)Y_{q,\mu}^{NR} = [(\ell - \mu)(\ell + \mu + 1)]^{1/2} Y_{q,\mu+1}^{NR}, \quad (13.13)
\]

and the \( Y_{q,\mu}^{NR} \) are normalized to unity with respect to the volume element \( \sin \theta d\theta d\phi \). It is not difficult to transform the monopole harmonics into a variety of other gauges. (See Sec. V A.) Note that in the case \( q = 0 \), the monopole harmonics reduce to the ordinary spherical harmonics.

### III. GAUGE THEORY OF THE PLANAR THREE-BODY PROBLEM

In this section, we outline the basic principles of the gauge theory of the planar three-body problem. Our development is in the spirit of Ref. [36], but the notation and definitions are modified for use with the planar problem. We begin by introducing the Jacobi vectors and proceed to discuss shape and orientation coordinates. This discussion motivates the final subsection in which we introduce the gauge potential and use it to express the angular momentum and kinetic energy in terms of shape and orientation coordinates. We will see that the gauge potential is that of a magnetic monopole with \( g = \frac{1}{2} \) [33].

\(^1\)We follow the convention of Sakurai [38] and Messiah [40] in defining the Wigner matrices as \( D_{\mu\nu}(\alpha, \beta, \gamma) = \langle m \mid \exp(-i\alpha L_3)\exp(-i\beta L_2)\exp(-i\gamma L_1) \mid m' \rangle \), whereas Wu and Yang [39], Smith [29], and Wigner [41] use the convention \( D_{\mu\nu}^{\ell}(\alpha, \beta, \gamma) = \langle m \mid \exp(i\alpha L_3)\exp(i\beta L_2)\exp(i\gamma L_1) \mid m' \rangle \).

### A. Jacobi vectors

Jacobi vectors are a standard subject in the theory of the \( n \)-body problem, and are discussed, for example, by Aquilanti and Cavalli [42] or Littlejohn and Reinsch [36]. For the planar three-body problem, there are two Jacobi vectors which we denote by

\[
r_{r\alpha} = \begin{pmatrix} x_{r\alpha} \\ y_{r\alpha} \end{pmatrix}, \quad \alpha = 1, 2, \quad (3.1)
\]

which lie in the \( x-y \) plane and specify the positions of the three particles relative to the center of mass. The \( s \) subscript indicates that these Jacobi vectors are taken with respect to a space, or inertial, frame, and the Greek index \( \alpha \) labels the Jacobi vectors. We take the two Jacobi vectors \( r_{r\alpha}, \alpha = 1, 2 \) as coordinates on the configuration space of our system, which is therefore \( \mathbb{R}^4 \). In this paper, we ignore the center-of-mass degrees of freedom, and we never need the explicit relation between the two Jacobi vectors and the positions of the three particles.

It will be convenient to have alternative notations for the configuration-space coordinates. We will use the four-dimensional notation (without the \( \alpha \) subscript),

\[
r = \begin{pmatrix} x_1 \\ y_1 \\ x_2 \\ y_2 \end{pmatrix}, \quad (3.2)
\]

as well as the complex notation,

\[
z_{r\alpha} = x_{r\alpha} + iy_{r\alpha}, \quad \alpha = 1, 2, \quad (3.3)
\]

\[
z = \begin{pmatrix} z_1 \\ z_2 \end{pmatrix}. \quad (3.4)
\]

The complex notation allows us to view the configuration space either as \( \mathbb{R}^4 \) or \( \mathbb{C}^2 \). We use the boldfaced symbols \( r_{r\alpha}, r, \) and \( z_\alpha \) for vectors (belonging, respectively, to \( \mathbb{R}^2 \), \( \mathbb{R}^4 \), and \( \mathbb{C}^2 \)). We denote the components of the real vectors with Latin indices (for example, \( r_{si}, i = 1, 2, 3, 4 \)), but the components of the complex vectors are denoted with Greek indices (for example, \( z_{r\alpha}, \alpha = 1, 2 \)) because these indices are effectively labels of Jacobi vectors.

We assume a kinetic-minus-potential Lagrangian \( \mathcal{L} \), in which the potential is invariant under translations and rotations. This means that the potential \( V \) is a function only of the two Jacobi vectors \( (r_1, r_2) \), and that it is invariant under planar rotations of these vectors. As for the kinetic energy, we will write it in one of three forms,

\[
T = \frac{1}{2} \dot{r}_{r\alpha} \cdot \dot{r}_{r\alpha} = \frac{1}{2} \dot{r}_s^2 = \frac{1}{2} \dot{z}_\alpha^2 \dot{z}_\alpha, \quad (3.5)
\]

where we sum on the repeated index \( \alpha \) and where the notation \( \dot{z}_\alpha^2 \dot{z}_\alpha \) means the usual Hermitian scalar product of two complex vectors. We assume the Jacobi vectors have been defined so as to absorb the mass factors in the kinetic energy.

Since the Lagrangian \( \mathcal{L} \) equals \( T - V \), the momenta (in \( \mathbb{R}^4 \) notation) are given by
and the Hamiltonian is simply
\[ H = \frac{1}{2} |p|^2 + V(r). \]  

When the three-body system is rotated by an angle \( \theta \), the Jacobi vectors transform according to
\[ r_{i\alpha} \rightarrow R(\theta) r_{i\alpha}, \quad \alpha = 1, 2 \]
\[ r_i \rightarrow S(\theta) r_i, \]
\[ z_i \rightarrow e^{i\theta} z_i, \] 
where
\[ R(\theta) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \] 
and
\[ S(\theta) = \begin{pmatrix} R(\theta) & 0 \\ 0 & R(\theta) \end{pmatrix}. \]

Here \( R \) is an element of \( SO(2) \), and \( S \) is a \( 4 \times 4 \) matrix partitioned into four \( 2 \times 2 \) blocks. These transformation rules are a result of the fact that \( r_{i\alpha} \) is a linear function of the position vectors of the three particles and, hence, is rotated by the same rotation matrix as the position vectors.

The Jacobi vectors also transform in a simple way when the labels of the three bodies are permuted. It can be shown [42] that under such a permutation, the Jacobi vectors transform via
\[ r_{i\alpha} \rightarrow K_{\alpha\beta} r_{i\beta}, \quad \alpha = 1, 2 \] 
where \( K \in O(2) \). The transformation (3.11) is often called a kinematic rotation; we will also refer to it as a democracy transformation, and we will refer to the group \( O(2) \), when used as in Eq. (3.11), as the democracy group. We think of the democracy group as a continuous group which interpolates between the discrete permutations mentioned above. Notice that a democracy transformation is subscripted with Greek indices, which label the Jacobi vectors, whereas a physical rotation \( R \) as in Eq. (3.8) is subscripted with Latin indices, which label the spatial dimensions of the Jacobi vectors. The value of \( K \) depends on the permutation being enacted as well as the masses of the particles. A democracy transformation can also be written in complex form, whereupon it becomes \( z_{i\alpha} \rightarrow K_{\alpha\beta} z_{i\beta} \), or,
\[ z_i \rightarrow K z_i. \]

**B. Shape and orientation coordinates**

We give here precise definitions of the concepts of shape and orientation. We define a set of convenient coordinates on shape space, and discuss two conventions for defining the orientation angle. Again, the discussion follows the spirit of Ref. [36], but is modified to treat the planar problem.

We will say that two configurations have the same shape if there is a proper rotation which takes one configuration into the other. For a specific choice of configuration \( r \neq 0 \), we consider the set of all configurations having the same shape as \( r \). This set will be a circle in configuration space, which one can visualize as being swept out by the action of \( SO(2) \) on \( r \). In mathematical terminology, this circle is the orbit of \( r \) under the action of \( SO(2) \). The space of orbits, or in other words shapes, we call shape space.

We define a useful set of shape, or internal, coordinates by
\[ w_i = z_i^0 r_i z_i \quad i = 1, 2, 3 \] 
where \( \tau_1 \equiv \sigma_1 \), \( \tau_2 \equiv \sigma_1 \), \( \tau_3 \equiv \sigma_2 \), and \( \sigma_1 \), \( \sigma_2 \), \( \sigma_3 \) are the usual Pauli matrices. This particular cyclic permutation of the Pauli matrices was chosen to insure that the \( w \) coordinates defined here agreed with those in Refs. [33] and [36]. Observe that the \( w \) coordinates are invariant under physical rotations of the Jacobi vectors \( z_i \), according to Eq. (3.8). Thus they are indeed shape, or internal, coordinates. We introduce the bold notation \( \mathbf{w} \) for the three-dimensional vector consisting of \( w_1 \), \( w_2 \), \( w_3 \). The domain of the allowed values of \( \mathbf{w} \) is all of \( \mathbb{R}^3 \), which is shape space for the planar three-body problem.

Certain subsets of shape space are of special interest. The plane \( w_3 = 0 \) consists of the linear configurations. The two-body collisions form three rays emanating from the origin and lying in the plane \( w_3 = 0 \). The origin \( w = 0 \) is the triple collision. The action of parity on a configuration is realized on shape space by a reflection about the plane \( w_3 = 0 \). [Note that two shapes of opposite parity in the planar problem are related by a proper rotation in the three-dimensional problem. Thus, the number of shapes in the three-dimensional three-body problem is cut in half, and only the upper half-space \( (w_3 \geq 0) \) of \( \mathbf{w} \) space is needed.] The \( w \) coordinates have been used by several authors in the past, including Smith [29], Dragt [43], Iwai [33], and others.

We define the variable \( \mathbf{w} \) (without a subscript) as the radius in \( \mathbf{w} \) space, which satisfies the following useful identity:
\[ w = (w_1 w_2)^{1/2} = z_i^* z_i = |r_1|^2 + |r_2|^2. \]

This follows from Eq. (3.13). Thus, \( w \) is just the square of the hyper-radius.

In order to uniquely specify a configuration, we must define an orientation, or external, coordinate in addition to the three \( w \) coordinates defined above. The orientation angle \( \theta \) of a configuration \( r \) is defined to be the angle of rotation between \( r \) and some reference configuration (of the same shape) which we denote by \( r \) (without an \( s \) subscript). The reference configuration \( r \) depends on the shape \( w \), and we will often write \( r(w) \) to emphasize this. Thus, the relation between the reference configuration \( r(w) \) and some actual configuration \( r \) is
\[ r = S(\theta) r(w), \]
\[ z_i = e^{i\theta} z(w). \]
equivalent to defining a body frame. That is, the components of the vector \( \mathbf{r}(\mathbf{w}) \) are the components of the Jacobi vectors with respect to a body frame. When a vector can be referred either to the space frame or the body frame, we will follow the convention of omitting the \( s \) subscript in the latter case.

Thus, there are several ideas tied up in the notation \( \mathbf{r}(\mathbf{w}) \): First, the functions \( \mathbf{r}(\mathbf{w}) \) specify a definition of a body frame as a function of shape; second, the absence of the \( s \) subscript (in contrast to \( \mathbf{r}_s \)) indicates the body components of the Jacobi vectors; and third, the relations (3.15) are equivalent to a coordinate transformation on configuration space \( r_s \to (\theta, \mathbf{w}) \) taking us from the Cartesian laboratory coordinates of the Jacobi vectors to shape and orientation coordinates. All of this is explained in greater detail in Ref. [36].

We note that since the definitions (3.13) of \( w_i \) and (3.14) of \( w \) are invariant under rotations, we have

\[
w_i = z^i \mathbf{z}, \quad w = z^1 \mathbf{z} = |z_1|^2 + |z_2|^2
\]

(without the \( s \) subscript on the \( \mathbf{z} \)). Here \( \mathbf{z} = \mathbf{z}(\mathbf{w}) \).

We present two examples of body frame for later use. In the first, which we call the bisector frame, the bisector of the two body-referred Jacobi vectors \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) is positioned at an angle of \(-\pi/4\) with respect to the body \( x \) axis, as illustrated in Fig. 1. We place \( \mathbf{r}_1 \) in the lower half-plane \((y \leq 0)\), so that the angle \( \beta'/2 \), illustrated in the figure, ranges between 0 and \( \pi \). We will, henceforth, place a \( B \) superscript on the vectors \( \mathbf{r}_a \) and related quantities to indicate that they are taken with respect to the bisector frame. Next, interpreting the \( x-y \) plane as the complex plane and shifting to complex notation, we have

\[
\mathbf{z}_1^B = |z_1|^2 e^{-i\beta'/2}, \quad \mathbf{z}_2^B = |z_2|^2 e^{i\beta'/2 - i\pi/2}.
\]

Also, in view of Eq. (3.16), we can write

\[
|z_1^B| = \sqrt{w} \cos \frac{\alpha'}{2}, \quad |z_2^B| = \sqrt{w} \sin \frac{\alpha'}{2}.
\]

where \( 0 \leq \alpha'/2 \leq \pi/2 \). Altogether, we can write

\[
\mathbf{z}_1^B = \sqrt{w} e^{-i\beta'/2} \cos \frac{\alpha'}{2}, \quad \mathbf{z}_2^B = \sqrt{w} e^{i\beta'/2 \sin \frac{\alpha'}{2}}.
\]
have a simple meaning in \( w \) space.

Whitted and Smith is given below in Eq. (5.10). To verify that Eq. (3.21) actually does represent a principal-axis frame, we can compute the off-diagonal component of the moment of inertia tensor. This is proportional to \( \text{Im}(z_2 z_3^*) \), which is easily shown to vanish. The angles \( \alpha \) and \( \beta \) have a geometrical meaning in the \( x-y \) plane which is more difficult to visualize than that of \( \alpha' \) and \( \beta' \), and therefore we do not supply a figure analogous to Fig. 1. On the other hand, \( \alpha \) and \( \beta \) do have a simple meaning in \( w \) space, as follows by computing \( w_i \) according to Eq. (3.16). This gives

\[
\begin{align*}
    w_1 &= w \sin \alpha \cos \beta, \\
    w_2 &= w \sin \alpha \sin \beta, \\
    w_3 &= w \cos \alpha,
\end{align*}
\]

which reveals that \( \alpha \) and \( \beta \) are the usual spherical coordinates in \( w \) space taken with respect to the \( w_3 \) axis, as shown in Fig. 3. We see that \( \beta \) is undetermined on the \( w_3 \) axis, so the principal-axis body frame is undefined there. This is simply due to the degeneracy of the moment of inertia tensor. The principal-axis body frame specified by Eq. (3.21), regarded as a function of \( \beta \), is discontinuous at \( \beta = 2\pi \) because of the half-angles.

As explained in Ref. [36], equations such as (3.19) and (3.21) can be viewed as specifying both a system of coordinates on shape space, as well as a fixing of a body frame for each shape. The shape coordinates defined by Eqs. (3.19) and (3.21) are \((w, \alpha, \beta')\) and \((w, \alpha, \beta)\), respectively, which are explicitly related to the coordinates \((w_1, w_2, w_3)\) by Eqs. (3.20) and (3.22), respectively. However, Eqs. (3.19) and (3.21) also specify two different choices of body frame, as we have discussed (the bisector and principal-axis frames).

The most striking feature of the two systems of shape coordinates \((w, \alpha, \beta')\) and \((w, \alpha, \beta)\) is that they are related by a rigid rotation in \( w \) space, i.e., by an element of \( \text{SO}(3) \). The rotation in question is by an angle of \(-\pi/2\) about the \( w_2 \) axis. The group theoretical significance of this fact will be explained below; for now we simply note that the \( \text{SU}(2) \) rotation corresponding to this element of \( \text{SO}(3) \) also has a significance in our formalism, as it relates the two different definitions of \( z \in \mathbb{C}^2 \). To show this relation explicitly, we let \( \alpha_0 \) and \( \beta_0 \) be two fixed angles, and we consider two shapes, one of which has coordinates \((w, \alpha' = \alpha_0, \beta' = \beta_0)\) in the coordinate system (3.20), and the other of which has coordinates \((w, \alpha = \alpha_0, \beta = \beta_0)\) in the coordinate system (3.22). Corresponding to these two shapes are two body frames and two sets of body Jacobi vectors, as specified by Eqs. (3.19) and (3.21). Then it turns out that the two sets of Jacobi vectors are related by

\[
z^A = \exp(i \pi \tau z/4) z^B = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix} \begin{pmatrix} \sqrt{w^a} e^{i \beta_0 /2} \cos \alpha_0 /2 \\ -i \sqrt{w^a} e^{i \beta_0 /2} \sin \alpha_0 /2 \end{pmatrix},
\]

(3.23)

This relation is somewhat tricky to use, because it must be remembered that \( z^A \) and \( z^B \) refer to different shapes. It is, however, very useful in relating the bisector frame to the principal-axis frame. For example, we will show below that Eq. (3.23) assists greatly in computing the coupling coefficients between Smith’s symmetric and uncoupled representations of the hyperspherical harmonics [29]. The fact that the bisector and principal-axis frames are related by an \( \text{SU}(2) \) rotation is a special property of these frames; not all choices of body frames are so related.

C. The gauge potential

When using shape and orientation coordinates, a quantity which we call the gauge potential naturally arises. The gauge potential is a vector field on shape space and has properties analogous to the gauge potential of magnetic theory. In this section, we give explicit formulas, involving the gauge potential, for the angular momentum and kinetic energy in terms of shape and orientation coordinates. We explain how the gauge potential transforms under a change of reference orientation, and we present the gauge potential explicitly for the bisector and principal-axis frames. Although we will ultimately be interested in the quantum wave functions, the essential elements of the gauge theory are contained in the classical mechanics. Thus, our development is mostly classical, and we will comment briefly on the quantum treatment at the end.

One can “discover” the gauge potential by expressing the angular momentum in terms of shape and orientation coordinates. To this end, we note that the angular momentum of the three-body system (\( z \) component only, since the motion is planar) can be written in the form

\[
L = z_s \dot{z}_s^* - y^* z_s^* \dot{z} - \text{Im}(z^*_j z_j).
\]

(3.24)

Upon differentiating Eq. (3.15), we find

\[
\dot{z}_s = e^{it} \left( i z \theta + \frac{\partial z}{\partial w_j} \dot{w}_j \right),
\]

(3.25)

where \( z = z(w) \). Substituting this into Eq. (3.24), we arrive at

\[
L = \dot{w} \theta + \text{Im} \left( \frac{\partial z}{\partial w_j} \dot{w}_j \right).
\]

(3.26)
Notice that \( L \) is not dependent solely upon \( \dot{\theta} \) as would be the case for a rigid body. Instead, there is an additional term representing the contribution to the angular momentum from the changing shape of the three-body system. We define the gauge potential by
\[
A_j(w) = \frac{1}{w} \text{Im} \left( z^j \frac{\partial z}{\partial w_j} \right) = -\frac{1}{w} \text{Im} \left( \frac{\partial z^j}{\partial w_j} \right),
\]
and use a bold \( \mathbf{A} \) for the three-dimensional vector \( (A_1,A_2,A_3) \). In terms of the gauge potential, the final form of the angular momentum is
\[
L = w(\dot{\theta} + \mathbf{A} \cdot \mathbf{\dot{w}}).
\]

The value of \( A_j \) depends on the particular choice of reference orientation, which is specified by the functions \( z(w) \). A different choice of reference orientation, say, \( z'(w) \), is related to the original choice by a physical rotation which can depend on shape. Calling the angle connecting the two choices \( \eta(w) \), we have
\[
z'(w) = e^{-i\eta(w)}z(w).
\]
Substituting this into Eq. (3.27), we find
\[
A'_j = A_j - \frac{\partial \eta}{\partial w_j},
\]
or \( \mathbf{A}' = \mathbf{A} - \nabla \eta \), where \( \nabla = \partial / \partial w \). Notice the similarity with the gauge transformations of magnetic theory. Changing the body frame is equivalent to changing the gauge, and fixing the body frame is equivalent to fixing the gauge. We will thus often refer to a choice of body frame as a choice of gauge.

It is straightforward to calculate the gauge potential in the bisector gauge. Using the definition of the gauge potential (3.27) with the expressions (3.19) for the reference orientation, we find
\[
\mathbf{A}^B = -\frac{1}{2} \frac{\cos \alpha'}{w \sin \alpha'} \dot{\beta}'.
\]
Computing the curl of this in \( \mathbf{w} \) space, we find
\[
\nabla \times \mathbf{A}^B = \frac{1}{2} \frac{\mathbf{w}}{w^2},
\]
which is the field of a monopole with magnetic charge \( \frac{1}{8} \), in analogy with Eq. (2.1). This fact was first discovered by Iwai [33].

Having already calculated \( \mathbf{A}^B \), the gauge potential \( \mathbf{A}^{PA} \) in the principal-axis gauge is easy to determine. By using Eq. (3.23) in the definition (3.27), one sees that \( \mathbf{A}^{PA} \) has the same functional form as \( \mathbf{A}^B \), so long as \( \alpha' \) and \( \beta' \) in \( \mathbf{A}^B \) are replaced by \( \alpha \) and \( \beta \). Hence,
\[
\mathbf{A}^{PA} = -\frac{1}{2} \frac{\cos \alpha}{w \sin \alpha} \dot{\beta}.
\]
Notice that \( \mathbf{A}^{PA} \) is given by rotating \( \mathbf{A}^B \), as a vector field over shape space, by an angle \( -\pi/2 \) about the \( w_2 \) axis.

Unlike the gauge potential \( \mathbf{A}^{NR} \) (2.2), the singularities of both \( \mathbf{A}^B \) and \( \mathbf{A}^{PA} \) extend to infinity in two directions. The singularities of \( \mathbf{A}^B \) lie on the entire \( w_1 \) axis, and the singularities of \( \mathbf{A}^{PA} \) lie on the entire \( w_3 \) axis. Notice that in both cases, the points where the gauge potential is singular are the points where the reference orientation is ill defined.

As with the angular momentum, the kinetic energy \( T \) also contains the gauge potential when expressed in terms of shape and orientation coordinates. Using Eq. (3.25), we find
\[
T = \frac{1}{2} \sum_i \dot{z}_i^2 + \frac{1}{2} \sum_j w_i \dot{A}_j \dot{w}_j + \frac{1}{2} \sum_j \text{Re} \left( \frac{\partial z^j}{\partial z_k} \right) \dot{w}_j \dot{w}_k.
\]
Completing the square in the above expression, we obtain
\[
T = \frac{1}{2} \sum_i \dot{w}_i^2 + \frac{1}{2} \sum_j w_i \dot{A}_j \dot{w}_j + \frac{1}{2} \sum_j \text{Re} \left( \frac{\partial z^j}{\partial z_k} \right) \dot{w}_j \dot{w}_k.
\]
The kinetic energy can be greatly simplified by the following identity:
\[
\text{Re} \left( \frac{\partial z^j}{\partial z_k} \right) - \text{Im} \left( \frac{\partial z^j}{\partial z_k} \right) = -w_i A_i k_j.
\]
The above identity can be proved by first noting that the left-hand side is invariant under the gauge transformation (3.29). We can then calculate the left-hand side in any gauge we wish to verify the equality. The bisector gauge is particularly simple, and a straightforward calculation gives the indicated result.

With the identity (3.36) we have
\[
T = \frac{1}{2} \sum_i \dot{w}_i^2 + \frac{1}{2} \sum_j w_i \dot{A}_j \dot{w}_j + \frac{1}{2} \sum_j \frac{\partial T}{\partial w_j} \dot{w}_j,
\]
from which we calculate the momentum conjugate to \( w_k \)
\[
\pi_k = \frac{\partial T}{\partial \dot{w}_k} = \frac{\dot{w}_k}{4w} + LA_k.
\]
We could also easily calculate the momentum \( L = \partial T / \partial \dot{\theta} \) conjugate to \( \dot{\theta} \) which would yield Eq. (3.28). The space on which \( (w,\pi) \) are coordinates is the reduced phase space. We do not include \( L \) in the reduced phase space since it is conserved. (We note that the three-dimensional problem is more complicated, since the reduced phase space must contain the body-angular-momentum sphere.) The kinetic energy can be expressed in terms of the reduced-phase-space quantities as
\[
T = \frac{L^2}{2w^2} + 2w |\pi - LA|^2.
\]
If we make the following substitutions in the Hamiltonian (2.3):
\[
g \rightarrow \frac{1}{2}, \quad e \rightarrow L, \quad q \rightarrow \frac{L}{2}, \quad x \rightarrow \mathbf{w}, \quad p \rightarrow \pi,
\]
we see that \( |\pi - LA|^2 / 2 \) is just the Hamiltonian of a particle in the field of a magnetic monopole with magnetic charge \( \frac{1}{8} \).
The classical expression for the kinetic energy of a charged particle in a field of a monopole is not to be confused with the angular momentum \( L \) of a charged particle. The kinetic energy \( T \), thus, only differs from the Hamiltonian (2.3) by the multiplicative factor \( 4\hbar \) and the additive term \( L^2/2m \).

We now consider the quantum problem. The kinetic energy (3.5) can be quantized by replacing the classical momenta \( p_{si} \) by the quantum operators \( -i\hbar \partial/\partial r_{si} \). In analogy with the classical problem, we wish to express the kinetic energy in terms of the shape and orientation operators \( L \) and \( \pi_k \),

\[
L = -i \frac{\partial}{\partial \theta},
\]

\[
\pi_k = -i \frac{\partial}{\partial w_k}.
\] (3.41)

The desired transformation can be effected in many ways, of greater or lesser sophistication. The result depends on whether we simultaneously transform the wave function, that is, whether or not we absorb some Jacobian factor into the energy operator as a function of \( \theta \) and its action on configuration space, with an emphasis on the classical phase-space concepts. Namely, \( G \) is the largest subgroup of SO(4) which has a natural action on shape space. Consider \( Q \in SO(4) \) acting on a configuration \( r_s \), mapping it to another configuration \( p_{\bar{s}}=Qr_s \). Consider a new configuration \( r'_s=S(\theta)r_s \), having the same shape as \( r_s \). Denote the result of \( Q \) acting on \( r'_s \) by \( p_{\bar{s}}'=Qr'_s \). If \( Q \) is to have a well-defined action on a shape, the two configurations \( r_s \) and \( r'_s \), which have the same shape, must be mapped by \( Q \) to two configurations which also have the same shape. That is, \( p_{\bar{s}} \) and \( p_{\bar{s}}' \) must be related by a rotation, say, by angle \( \theta' \). Explicitly, we have

\[
QS(\theta)r_s = \rho_s = S(\theta')p_{\bar{s}} = S(\theta)Qr_s.
\] (4.2)

It can be shown that if the above equation holds for all \( r_s \), then \( \theta' = \theta \). Thus, if \( Q \) is to have a well-defined action on shape space, it must commute with all physical rotations \( S(\theta) \). This is exactly the defining condition of \( G \).

We now show that \( G \equiv U(2) \) and that \( G \) acts on the Jacobi vectors \( r_s \) by unitary matrices in \( U(2) \). Let \( Q \in SO(4) \) be a matrix which commutes with all rotations, i.e.,

\[
[Q, S(\theta)] = 0
\] (4.3)

for all \( \theta \). It is convenient to express \( Q \) as

\[
Q = \begin{pmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{pmatrix}
\] (4.4)

where the \( Q_{ij} \) are \( 2 \times 2 \) real matrices. Condition (4.3) is equivalent to \([Q_{ij}, R(\theta)] = 0\), for all \( i,j = 1,2 \) and all \( \theta \). The requirement that \( Q_{ij} \) commute with all rotations in \( SO(2) \) is equivalent to the requirement that \( Q_{ij} \) commute with the antisymmetric \( 2 \times 2 \) matrix generator of \( SO(2) \), which is

\[
J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}
\] (4.5)

This requirement, in turn, is equivalent to the constraint that \( Q_{ij} \) have the form

\[
Q_{ij} = \begin{pmatrix} a & -b \\ b & a \end{pmatrix}
\] (4.6)

This form of \( Q_{ij} \) allows us to associate \( Q_{ij} \) with a complex number \( q_{ij} = a + ib \), which has the property that if we let \( Q_{ij} \) act on a two-dimensional real vector, such as \( r_s \), the action is equivalent to multiplication by \( q_{ij} \) on the corresponding complex number \( z_{s\alpha} \). By extension, the action of a \( 4 \times 4 \) real matrix \( Q \) [which commutes with all \( S(\theta) \)] on a real four-vector, such as \( r_s \) is equivalent to the action of the complex \( 2 \times 2 \) matrix,

\[
U = \begin{pmatrix} q_{11} & q_{12} \\ q_{21} & q_{22} \end{pmatrix}
\] (4.7)

acting on the corresponding complex two-vector \( z_{\bar{s}} \). Furthermore, the constraint \( Q^TQ = I \) is equivalent to \( U^TU = I \), so \( U \) is a unitary matrix. Hence, \( G \equiv U(2) \). We do not need to impose the constraint \( \det Q = +1 \) because this is already implied.
plied by Eq. (4.3). This fact can also be seen on topological grounds since \( \mathcal{G} \) is connected.] This completes the proof.

Note that if \( Q = S(\theta) \) for some \( \theta \), then the action of \( Q \) leaves the shape of a configuration invariant. Thus, with respect to the action on shape space, we might as well restrict our attention to the group \( \mathcal{G} \) defined as the subgroup of \( \mathcal{G} \) whose elements, taken in the complex 2 \( \times \) 2 representation, have unit determinant. We call \( \mathcal{G} \equiv \text{SU}(2) \) the reduced symmetry group.

Next we explicitly determine the action of \( \mathcal{G} \) on the \( w \) coordinates. We first note the identity

\[
U^\dagger \tau_i U = R(U)_{ij} \tau_j, \quad (4.8)
\]

where \( U \in \text{SU}(2) \) and where \( R(U)_{ij} = \text{Tr}(\tau_i U \tau_j U^\dagger)/2 \). The function \( R(U) \) defined by these formulas is a representation of \( \text{SU}(2) \) by means of matrices in \( \text{SO}(3) \), but it is not the conventional one in the theory of rotations because of our choice of \( \tau_i \). In some sense, it is \( \tau_i \), not \( \sigma_i \), which generates rotations about the \( i \)th axis. Explicitly, we have

\[
R(\exp(-i \theta \hat{n} \cdot \sigma/2)) = \exp(\theta \hat{n} \times ) \quad (4.9)
\]

where \( \theta \) is the angle of rotation, \( \hat{n} \) is the axis of rotation, and \( \tau \) is the vector \( (\tau_1, \tau_2, \tau_3) \).

We can now compute the action of an element of \( \text{SU}(2) \) on shape space. Let \( w \) be the shape of a point \( z \), in configuration space and \( w' \) be the shape of \( Uz \), where \( U \in \text{SU}(2) \). Then

\[
w'_i = (Uz)_i \tau_i (Uz)_j = R_{ij} \tau_j (Uz)_i = R_{ij} w_j, \quad (4.10)
\]

where \( R = R(U) \). Thus \( \mathcal{G} \) acts on the \( w \) coordinates by elements of \( \text{SO}(3) \), and \( \tau_i \) generates rotations about the \( w_i \) axis.

In this article, we have already introduced several operators which belong to the reduced symmetry group. For example, a democracy transformation \( K \) (3.12) commutes with all rotations (3.8), and so has an action on shape space. The two cases \( \det K = +1 \) and \( \det K = -1 \) are best handled separately. If \( \det K = +1 \), then \( K \) is itself an element of the reduced symmetry group \( \text{SU}(2) \), and since it is also a (real) matrix in \( \text{SO}(2) \), it can be expressed as \( K = \exp(-i \gamma \tau_2/2) \) for some angle \( \gamma \) (since \( \tau_3 = \sigma_2 \) is the only Pauli matrix which is purely imaginary). Thus the action of \( K \) on shape space is given by a rotation about the \( w_3 \) axis by angle \( \gamma \). If instead \( \det K = -1 \), then \( K \) is not an element of \( \text{SU}(2) \), but it does belong to \( U(2) \). Therefore, we can write \( K = -i K' \), where \( K' \) does belong to \( \text{SU}(2) \), and where the phase factor \( -i \) represents a physical rotation by angle \( -\pi/2 \) [see Eq. (3.8)]. The matrices \( K' \) and \( K \) differ by a physical rotation and have the same action insofar as shape space is concerned. Now \( K' \) is a purely imaginary matrix in \( \text{SU}(2) \), so it can be expressed as \( K' = \exp(-i \pi (n_1 \tau_1 + n_2 \tau_2)/2) \) with \( n_1^2 + n_2^2 = 1 \). Thus, the action of either \( K \) or \( K' \) on shape space is given by a rotation of \( \pi \) about an axis perpendicular to the \( w_3 \) axis.

The matrix \( U = \exp(i \pi \tau_2/4) \) in Eq. (3.23), where it connects two configurations \( z^B \) and \( z^{PA} \), is also an element of the reduced symmetry group. If we let the shape coordinates of these two configurations be \( w^B \) and \( w^{PA} \), respectively, then by Eq. (4.10) we have

\[
w^{PA} = R(e_2, -\pi/2)w^B, \quad (4.11)
\]

where \( R(e_2, -\pi/2) \) is a rotation by angle \( -\pi/2 \) about the \( w_2 \) axis. Therefore, if \( w^{PA} \) has spherical angles \( (\alpha = \alpha_0, \beta = \beta_0) \) with respect to the three axes, then \( w^B \) has spherical angles \( (\alpha' = \alpha_0, \beta' = \beta_0) \) with respect to the one axis, in the sense illustrated in Fig. 2. This explains the similarity between Eqs. (3.20) and (3.22).

There is another class of reduced symmetry transformations of interest which we have not yet encountered. Consider the matrix \( U(\theta) \in \text{SU}(2) \) given by

\[
U(\theta) = \begin{pmatrix} e^{-i \theta/2} & 0 \\ 0 & e^{i \theta/2} \end{pmatrix} = e^{-i \theta \tau_2/2}, \quad (4.12)
\]

which counter-rotates the two Jacobi vectors \( z_{s1} \) and \( z_{s2} \), causing the angle between them to open by \( \theta \). The action of \( U(\theta) \) on shape space is given by a rotation by angle \( \theta \) about the \( w_1 \) axis. Thus opening the angle between the Jacobi vectors amounts to a rotation in shape space about the \( w_1 \) axis.

### B. Reduced-phase-space expressions for the generators of \( \mathcal{G} \)

This subsection is devoted to classical mechanics. The calculations we present here are not strictly necessary for the logical flow of the paper, but are presented for completeness and as preparation for the quantum calculations, which will appear in Sec. IV C.

Since \( \mathcal{G} \) is a symmetry of the kinetic energy, its generators are conserved in the case \( V = 0 \). We note that the word "generator" can be used in several different senses: it can refer to the matrix generators of a group; to the classical expressions (functions of the \( q \)'s and \( p \)'s) which generate the canonical transformations representing the group action; to the infinitesimal generators (that is, the vector fields on the classical phase space) which generate the group action; or to the quantum operators which generate the group action on wave functions. We begin with the \( 4 \times 4 \) real matrix generators, which we denote by \( G_k \), \( k = 1,2,3 \), which are defined by associating the \( 2 \times 2 \) matrix \( K = \exp(-i \pi \tau_2/2) \in \text{SU}(2) \) with the \( 4 \times 4 \) matrix \( Q = \exp(i \theta G_k) \) as explained in Sec. IV A. Explicitly, the \( G_k \) are

\[
G_1 = \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{pmatrix},
\]

\[
G_2 = \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix},
\]

\[
G_3 = \frac{1}{2} \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}. \quad (4.13)
\]

We denote the classical quantities corresponding to the matrices \( G_k \) by \( \tilde{G}_k \), which are given by
\[
\vec{G}_k = \mathbf{p}_k \cdot G_k \mathbf{r}_k = \frac{1}{2} \text{Im}(\mathbf{z}_k^* \tau_k \mathbf{z}_k),
\]

where in the last equality we have used the correspondence between the real and complex representations of the generators of \( \mathcal{G} \). It is easy to show that the quantities \( \vec{G}_k \) have vanishing Poisson brackets with the kinetic energy \( T = \mathbf{p}_k \cdot \mathbf{p}_k / 2 \); the expressions (4.14) can be derived in a more systematic manner from Noether’s theorem, which gives them as the scalar product of the momenta with the infinitesimal generators of the classical group action.

Since the group \( \mathcal{G} \), by construction, has an action on shape space, it turns out to be possible to express the generators \( \vec{G}_k \) as functions of the reduced-phase-space quantities \((\mathbf{w}, \mathbf{\pi}, \mathbf{L})\). To this end, we insert Eqs. (3.15) and (3.25) into Eq. (4.14) to obtain

\[
\vec{G}_k = - \frac{1}{2} \frac{\partial w_k}{\partial w_j} + \frac{1}{2} w_j \text{Im}\left( \frac{\partial z_j^*}{\partial w_j} \tau_k \mathbf{z}_k \right).
\]

(4.15)

We next note the identity

\[
\text{Im}\left( \frac{\partial z_j^*}{\partial w_j} \tau_k \mathbf{z}_k \right) = \frac{1}{2} \epsilon_{jk/} \frac{w_j}{w} - A_j w_k.
\]

(4.16)

We temporarily defer the proof of this identity, and for now, substitute Eq. (4.16) into Eq. (4.15) to arrive at the final result,

\[
\vec{G}_k = \epsilon_{jk/} \frac{w_j}{4w} - \frac{w_k}{2} \left( \partial + A_j \frac{w_j}{w} \right)
\]

\[
= \mathbf{w} \times (\mathbf{\pi} - \mathbf{L}A) - \frac{L}{2} \frac{w}{w_0}.
\]

(4.17)

where Eqs. (3.38) and (3.28) have been used in the final equality. The \( \vec{G}_k \) are identical to the conserved quantities (2.5) of a charged particle in the field of a magnetic monopole, so long as we observe the correspondences in Eq. (3.40).

One can also check that the \( \vec{G}_k \) commute with the kinetic energy by working directly with the shape-space variables \((\mathbf{w}, \mathbf{\pi}, \mathbf{L})\). The easy way to do this is to invoke what is already known about the motion of a charged particle in the field of a monopole. To this end, we let \( \mathbf{\dot{H}} \) be the Hamiltonian (2.3), with the replacements given in Eq. (3.40). Then, by Eq. (3.39), we have \( T = L^2 / 2w + 4w \mathbf{\dot{H}} \), so that

\[
\{ \vec{G}_k, T \} = 4w \{ \vec{G}_k, \mathbf{\dot{H}} \} = 0.
\]

(4.18)

The first equality is due to the invariance of \( w \) under rotations in \( \mathbf{w} \) space, and the second equality follows for the same reason that the angular momentum of Eq. (2.5) is conserved in the magnetic monopole problem of Sec. II. We note, however, that our goal in this section was not merely to show that the operators expressed in Eq. (4.17) are conserved, but, more importantly, to show that they are the result of the SU(2) symmetry generated by the \( G_k \).

We return to the proof of Eq. (4.16). We begin with

\[
w_k = \text{Tr} (\mathbf{z}^\dagger \tau_k),
\]

(4.20)

which we differentiate with respect to \( w_j \) to get

\[
\delta_{kj} = \text{Tr} \left[ \frac{\partial (\mathbf{z}^\dagger)}{\partial w_j} \tau_k \right].
\]

(4.21)

The matrix \( \partial (\mathbf{z}^\dagger) / \partial w_j \) can be written as a linear combination of the identity and the \( \tau_j \), whose coefficients can be determined by the property \( \text{Tr} (\tau_k \tau_j) = 2 \delta_{kj} \). This gives

\[
\frac{\partial (\mathbf{z}^\dagger)}{\partial w_j} = \frac{1}{2} \tau_j + c \mathbf{I},
\]

(4.22)

where \( c \) is a number which does not concern us. Substituting this into Eq. (4.19), we find

\[
w_k \left[ \text{Im} \left( \frac{\partial z_j^*}{\partial w_j} \tau_k \mathbf{z}_k \right) + w_k A_j \right]
\]

\[
= \frac{1}{4i} \mathbf{z}^\dagger \left[ \tau_j, \tau_k \right] \mathbf{z} - \frac{1}{2} \epsilon_{jk/} \mathbf{z}^\dagger \tau_k \mathbf{z} = - \frac{1}{2} \epsilon_{jk/} w_j / w.
\]

(4.23)

from which identity (4.16) follows immediately.

C. Quantum-mechanical action of \( \text{SO}(4) \) and Casimirs

We now shift our focus from the classical action of \( \text{SO}(4) \) on phase space to the quantum action of \( \text{SO}(4) \) on wave functions. The action of \( Q \in \text{SO}(4) \) on a wave function \( \psi(\mathbf{r}_k) \) is given by

\[
(\hat{Q} \psi)(\mathbf{r}_k) = \psi(Q^{-1} \mathbf{r}_k),
\]

(4.24)

where the caret over \( Q \) indicates that it is acting on a wave function as opposed to a configuration (\( \hat{Q} \) is an operator, while \( Q \) is a matrix). Let \( M \) be an antisymmetric matrix in the Lie algebra so(4), let \( Q(\lambda) = e^{i\lambda M} \), and let \( \hat{Q}(\lambda) \) correspond to \( Q(\lambda) \) according to Eq. (4.24). Also, define \( \hat{M} \) by \( \hat{Q}(\lambda) = e^{-i\lambda \hat{M}} \). Then

\[
(\hat{M} \psi)(\mathbf{r}_k) = i \frac{d}{d\lambda} \bigg|_{\lambda=0} \hat{Q}(\lambda) \psi(\mathbf{r}_k) = i \frac{d}{d\lambda} \bigg|_{\lambda=0} \psi(e^{-i\lambda \hat{M}} \mathbf{r}_k)
\]

\[
=iM_{ij} \left( \frac{\partial}{\partial r_{kj}} \psi \right)(\mathbf{r}_k).
\]

(4.25)
Thus we have
\[ \dot{M} = -r_{ij} p_{ij}. \]  
(4.26)

The operators \( \dot{M} \) are, up to normalization, the generalized angular-momentum operators introduced by Smith [45]. It will be from these operators that we later construct the complete set of commuting observables used in defining the hyperspherical harmonics.

We now consider wave functions which are eigenfunctions of \( L \) with eigenvalue \( m \). We denote such functions with an \( m \) subscript, for example, \( \psi_m \). Using expression (3.41), we factor such a function according to
\[ \psi_m(\theta, w) = \frac{1}{\sqrt{2\pi}} e^{im\theta} \phi_m(w). \]  
(4.27)

where \( \phi_m \) is a scalar-valued function defined on shape space. We note that \( \phi_m \) is gauge dependent, unless \( m = 0 \). Nevertheless, we shall view \( \phi_m \) as the ‘‘wave function over shape space.’’

Consider now the operators \( \hat{G}_k \) given by Eq. (4.26) with \( M = G_k \). From Eq. (4.26), we see that the \( \hat{G}_k \) are linear combinations of the operators \( p_{ij} \) with coefficients that are functions of \( r_{ij} \). The operators \( p_{ij} \) are themselves linear combinations of the operators \( \pi_i \) and \( L \), according to the chain rule. Therefore, \( \hat{G}_k \) is a linear combination of the operators \( \pi_i \) and \( L \) of the form
\[ \hat{G}_k = f(\theta, w)L + h_i(\theta, w)\pi_i. \]  
(4.28)

Since \( L \) commutes with \( \hat{G}_k \), we find \([L, f(\theta, w)] = [L, h_i(\theta, w)] = 0\). Thus \( f \) and \( h_i \) have no dependence on \( \theta \).

Now consider \( \hat{G}_k \) acting on a wave function \( \psi_m \) of the form (4.27),
\[ (\hat{G}_k \psi_m)(\theta, w) = \frac{1}{\sqrt{2\pi}} e^{im\theta} [(fm + h_i \pi_i) \phi_m](w). \]  
(4.29)

From this equation, we see that we can define an action of \( \hat{G}_k \) on wave functions over shape space by
\[ (\hat{G}_k \phi_m)(w) = [(fm + h_i \pi_i) \phi_m](w), \]  
(4.30)

so that Eq. (4.29) reduces to
\[ (\hat{G}_k \psi_m)(\theta, w) = \frac{1}{\sqrt{2\pi}} e^{im\theta} (\hat{G}_k \phi_m)(w). \]  
(4.31)

(We use the same notation for \( \hat{G}_k \), whether it operates on wave functions over configuration space or wave functions over shape space.) In analogy with the classical conserved quantities \( \hat{G}_k \) discussed above, the operators \( \hat{G}_k \) will be shown to equal the quantum operators (2.5) of a particle in the field of a magnetic monopole.

We now consider the Casimir operator \( \Lambda^2 \) of so(4) given by
\[ \Lambda^2 = 2\hat{B}_k\hat{B}_k, \]  
(4.32)

where \( B_k, k = 1, \ldots, 6 \), is an orthonormal basis of so(4) in the sense that \( \text{Tr}(B_k^j B_j) = \delta_{kj} \). The operator \( \Lambda^2 \) is of interest to us because it is the appropriate generalization of the so(3) Casimir \( L^2 \). Since we have shown that the operators \( \hat{G}_k \), which generate \( \hat{G} \), have well-defined actions on wave functions over shape space, it may at first appear that \( \Lambda^2 \), because it is constructed from operators which do not generate \( \hat{G} \), does not have a well-defined action on wave functions over shape space. However, as we now explain, \( \Lambda^2 \) can actually be expressed as a function of the \( \hat{G}_k \) alone.

It is well known that so(4) \( \cong \text{su}(2) \oplus \text{su}(2) \). In fact, we can choose one of the \( \text{su}(2) \) Lie subalgebras to be the Lie algebra of \( \hat{G} \). The operator \( L \) is then in the other \( \text{su}(2) \) subalgebra. We pick an orthonormal basis \( B_k \) of so(4) to take advantage of this decomposition. In particular, let \( B_1 = G_1 \), and \( B_{i+3} = F_i, i = 1, \ldots, 3 \), where \( F_i, i = 1, \ldots, 3 \) is an orthonormal basis of the \( \text{su}(2) \) Lie algebra orthogonal to the Lie algebra of \( \hat{G} \). We now define the following operators, which are obviously Casimir’s of each subalgebra individually:
\[ G^2 = \hat{G}_k \hat{G}_k, \quad F^2 = \hat{F}_i \hat{F}_i. \]  
(4.33)

Since the generators \( G_i \) and \( F_i \) satisfy \([G_i, F_i] = 0\), we see that \( G^2 \) and \( F^2 \) are Casimir operators of the entire so(4) algebra. In fact, it turns out that \( G^2 = F^2 \), which is proven in the Appendix. This implies
\[ \Lambda^2 = 2(G^2 + F^2) = 4G^2, \]  
(4.34)

which verifies our claim that \( \Lambda^2 \) can be expressed solely in terms of the \( \hat{G}_k \) and, hence, has an action on wave functions over shape space.

D. Reduced symmetry generators on shape-space wave functions

In Sec. IV B we expressed the classical generators \( \tilde{G}_k \) of the reduced symmetry group in terms of shape-space quantities. Our principal result was given in Eq. (4.17). In this subsection, we will perform the analogous calculation for the quantum-mechanical generators \( \hat{G}_k \), regarded as operators acting on wave functions on shape space. In effect, we will determine the explicit form of the coefficients \( f \) and \( h_i \) in Eq. (4.30). As it turns out, the result is identical in form to the classical result (4.17), with the ordering indicated.

Let \( Q_k(\lambda) = \exp(\lambda G_k) \in \text{SO}(4) \), and consider its (inverse) action on a configuration \( r_s \). We will write
\[ \tilde{r}_s(\lambda) = Q_k^{-1}(\lambda) r_s, \]  
(4.35)

where here and below we use a tilde to indicate the \( \lambda \)-dependent quantities which result from this action. The absence of the tilde will indicate initial values (at \( \lambda = 0 \)). From the definition (4.24) of the quantum action of SO(4), we have
\[ (\hat{Q}_k(\lambda) \psi)(\theta, w) = \psi(\tilde{\theta}, \tilde{w}), \]  
(4.36)

where \( \tilde{\theta} = \tilde{\theta}(\lambda), \tilde{w} = \tilde{w}(\lambda) \). We differentiate this and use \( \hat{Q}_k(\lambda) = \exp(-i\lambda \hat{G}_k) \) to find the following expression for \( \hat{G}_k \):
\[ (\hat{G}_k \psi)(\theta, w) = \frac{d}{d\lambda} \bigg|_{\lambda=0} \hat{Q}_k(\lambda) \psi(\theta, w) = \frac{d}{d\lambda} \bigg|_{\lambda=0} \psi(\tilde{\theta}, \tilde{w}). \]  

(4.37)

By assuming that \( \psi = \psi_m \) is an eigenfunction of \( L \) with eigenvalue \( m \), as in Eq. (4.27), the above equation yields

\[ (\hat{G}_k \psi_m)(\theta, w) = \frac{i}{\sqrt{2\pi}} \frac{d}{d\lambda} \bigg|_{\lambda=0} (e^{im\theta} \phi_m(\tilde{w})) = e^{im\theta} \frac{d}{d\lambda} \bigg|_{\lambda=0} \phi_m(\tilde{w}) = \frac{e^{im\theta}}{\sqrt{2\pi}} \left[ -m \tilde{\theta}'(0) \phi_m(w) + i \frac{\partial \phi_m(w)}{\partial w_j} \tilde{w}'_j(0) \right], \]

(4.38)

where the prime indicates differentiation with respect to \( \lambda \). From Eqs. (4.10) and (4.9) we see that

\[ \tilde{w}(\lambda) = R(\exp(i\lambda \tau_3/2))w = \exp(-\lambda \hat{c}_k \times)w, \]

(4.39)

where \( \hat{c}_k \) is the unit vector along the \( w_j \) axis, and the signs in the exponents correspond to the inverse matrix in Eq. (4.35). Differentiating this by \( \lambda \) and setting \( \lambda = 0 \), we obtain

\[ \tilde{w}'_j(0) = e_{kj} w_j. \]

(4.40)

We seek a similar expression for \( \tilde{\theta}'(0) \), and to this end we note that

\[ e^{i\lambda \tau_3/2} z = e^{i\theta} \tilde{z}(\tilde{w}). \]

(4.41)

Upon differentiating this by \( \lambda \) and setting \( \lambda = 0 \), we find

\[ \frac{i}{\tau_k} \frac{d}{2} z = i \tilde{\theta}'(0) z + \frac{\partial \tilde{z}(w)}{\partial w_j} \tilde{w}'_j(0), \]

(4.42)

where \( z = z(w) \) and we have canceled \( e^{i\theta} \). We multiply each side of this by \( z^4 \), and after taking the imaginary part and rearranging terms, we find the following expression for \( \tilde{\theta}'(0) \):

\[ \tilde{\theta}'(0) = \frac{1}{2} \frac{w}{w} + w \times \Lambda(w), \]

(4.43)

where we have used Eqs. (3.16), (3.27), and (4.40). We insert Eqs. (4.40) and (4.43) into Eq. (4.38) to arrive at the main result of this section

\[ \hat{G}_k = \left[ w \times (\pi - m \Lambda) - \frac{m}{2} w \right] \frac{1}{w} \]

(4.44)

We see that the operators \( \hat{G}_k \) are of the same form as the operators (2.5), taking into account the substitutions (3.40). From Eq. (4.44), we find that \( \Lambda^2 \) has the form

\[ \Lambda^2 = 4 \hat{G}_k \hat{G}_k = 4 \left[ w \times (\pi - m \Lambda) \right]^2 + m^2, \]

(4.45)

where the cross terms vanish as in the classical calculation.

V. HYPERSPHERICAL HARMONICS IN THE PLANAR THREE-BODY PROBLEM

In this section we derive formulas for Smith’s hyperspherical harmonics by expressing them in terms of monopole harmonics. We note that the hyperspherical harmonics are a complete set of wave functions defined on the unit sphere in configuration space \( \mathbb{R}^4 \). The explicit form of these harmonics depends on three things: the complete set of commuting observables of which the harmonics are eigenfunctions, the coordinate system on shape space in which the harmonics are expressed (more specifically, the angular coordinate system on the sphere in \( w \) space), and the choice of gauge. The complete set of commuting observables is taken to be \( (\Lambda^2, L, N) \), where the operator \( N \) is left unspecified for now except to note that it is chosen from the operators which generate the reduced symmetry group \( \hat{G} \); this ensures that \( N \) commutes with \( L \). The choice of \( N \) as well as the specification of coordinates and gauge are presented below, where we discuss Smith’s two conventions for hyperspherical harmonics (the symmetric and uncoupled representations).

A. The symmetric representation

In the symmetric representation, we choose the operator \( N \) to be \( N_3 = 2 \hat{G}_3 \). We specify the gauge to be the principal-axis gauge (3.21) and the shape-space angles to be \( \alpha \) and \( \beta \) as given in Fig. 3. We give a brief account of why these choices constitute the symmetric representation. In Sec. IV A, we saw that proper democracy transformations have an action on shape space given by rotations about the \( w_3 \) axis. (In that subsection, democracy transformations were presented as mappings of configuration space or shape space onto itself, but they are easily transcribed into operators which act on wave functions on configuration space or shape space.) The operator \( \hat{G}_3 = N_3/2 \) generates rotations about the \( w_3 \) axis and, hence, commutes with the proper democracy transformations. As for the improper democracy transformations, we showed that they have an action on shape space which is equivalent to a rotation by \( \pi \) about an axis lying in the \( w_1, w_2 \) plane. When these are transcribed into operators acting on wave functions on shape space, they do not commute with \( N_3 \), but rather take it into \( -N_3 \) under conjugation. These facts explain why Smith called this representation “symmetric.” We note that improper democracy transformations are equivalent to particle interchange (in the case of identical particles).

Let \( \psi_m \) be a hyperspherical harmonic with angular momentum \( m \). Note that \( \psi_m \) factors as shown in Eq. (4.27), except that \( \phi_m \) does not depend on the hyper-radius (or equivalently \( w \)). The angle \( \theta \) and the function \( \phi_m \) depend on the choice of gauge, which we have already specified as the principal-axis gauge. Next, since the operators \( \Lambda^2 \) and \( N_3 \) can be constructed from the \( \hat{G}_3 \), they only affect the \( \phi_m \) factor of \( \psi_m \), as illustrated in Eq. (4.31). The forms of the operators \( N_3 = 2 \hat{G}_3 \) and \( \Lambda^2 = 4 \hat{G}_3^2 \), when acting on \( \phi_m \), are given by Eqs. (4.44) and (4.45), respectively. With the substitutions (3.40), these operators are the same as the angular-momentum operators \( \Lambda^2 \) and \( \Lambda^3 \) for the magnetic monopole, which are shown in Eqs. (2.8) and (2.9). Therefore, with the further substitutions, \( \lambda \rightarrow \lambda/2 \) and \( m \rightarrow n/2 \), the eigenvalues
of $\Lambda^2 = 4\hat{G}^2$ and $N_3 = 2\hat{G}_3$ become $\lambda(\lambda + 2)$ and $n$, respectively. We henceforth write $\phi_{kmn}$ instead of $\phi_m$ for the eigenfunctions. Thus we have

$$\Lambda^2 \phi_{kmn} = 4 \left[ w \times (\pi - m\mathbf{A}) \right]^2 + \left( \frac{m}{2} \right)^2 \phi_{kmn} = \lambda(\lambda + 2) \phi_{kmn},$$

$$N_3 \phi_{kmn} = 2 \left[ w \times (\pi - m\mathbf{A}) - \frac{m}{2} \frac{w}{w_3} \right] \phi_{kmn} = n \phi_{kmn}.$$  

(5.1)

(5.2)

According to Eqs. (2.10) and (2.11), the quantum numbers $m$, $\lambda$, and $n$ have the constraints,

$$-\lambda \leq m, n \leq \lambda,$$

$$m, \lambda, n = \text{even or } m, \lambda, n = \text{odd}.$$  

(5.3)

(5.4)

An easy way to obtain the eigenfunctions $\phi_{kmn}$ in Eqs. (5.1) and (5.2) is to use the monopole harmonics in Eq. (2.12) (with the necessary changes of notation), except that the latter are in the north regular gauge and we require the principal-axis gauge for the former. Therefore, we now make a digression into the subject of gauge transformations on wave functions on shape space.

We consider for a moment the general case of an arbitrary gauge potential $\mathbf{A}$ and a transformed gauge potential $\mathbf{A}'$, which are related by Eq. (3.30). Let $\hat{G}_k$ be given by Eq. (4.44) with gauge potential $\mathbf{A}$ and let $\hat{G}'_k$ also be given by Eq. (4.44) but with gauge potential $\mathbf{A}'$. It is straightforward to verify that if $Y$ is a wave function on shape space with angular momentum $m$, then

$$\hat{G}'_k e^{-im\eta}Y = e^{-im\eta}\hat{G}_k Y.$$  

(5.5)

Thus, if $Y$ satisfies the eigenvalue equations (5.1) and (5.2) with gauge potential $\mathbf{A}$, then the wave function

$$Y' = e^{-im\eta}Y$$  

(5.6)

satisfies the same eigenvalue equations with gauge potential $\mathbf{A}'$. Therefore, Eq. (5.6) is the gauge transformation formula for monopole harmonics.

We now apply this formula to the gauge potentials $\mathbf{A}_{\text{PA}}$ of Eq. (3.33) and $\mathbf{A}_{\text{NR}}$ of Eq. (2.2), making the notational changes $g \rightarrow 1/2$, $x \rightarrow w$, and $(\theta, \phi) \rightarrow (\alpha, \beta)$ in the latter. We find

$$\mathbf{A}_{\text{PA}} - \mathbf{A}_{\text{NR}} = \frac{-1}{2w \sin \alpha} \hat{\beta} = -\frac{1}{2} \nabla \beta = -\nabla \eta.$$  

(5.7)

where we follow Eq. (3.30) (identifying $\mathbf{A}'$ with $\mathbf{A}_{\text{PA}}$ and $\mathbf{A}$ with $\mathbf{A}_{\text{NR}}$). Thus $\eta = \beta/2$, and hence,

$$Y_{m/2,\lambda/2,n/2}^{\text{PA}}(\alpha, \beta) = e^{-im\beta/2} Y_{m,\lambda/2,n/2}^{\text{NR}}(\alpha, \beta)$$

$$= \left( \frac{\lambda + 1}{4\pi} \right)^{1/2} D_{n/2-m/2}^{\lambda/2}(-\beta, \alpha, 0),$$  

where we have used Eq. (2.12) for $Y_{m,\lambda/2,n/2}^{\text{NR}}$ (with $q \rightarrow m/2$, $c \rightarrow -\lambda/2$, and $\mu \rightarrow n/2$). Note that Eq. (5.5) implies that the $Y_{m/2,\lambda/2,n/2}^{\text{PA}}$ satisfy the same phase relations (2.13) as the $Y_{m,\lambda/2,n/2}^{\text{NR}}$. Note also that the $Y_{m/2,\lambda/2,n/2}^{\text{PA}}$ are normalized to unity with respect to the volume element $\sin \alpha \sin \theta d\Omega$. In fixing the final form of the hyperspherical harmonics, we require that they be normalized to unity. We write $dr^2 d\Omega$ as $dr d\Omega$ for the volume element, where $r = |\mathbf{r}|$ is the hyperradius. Equations (3.15) and (3.23) can be used to translate the volume element $dr^2 d\Omega$ to the coordinates $(\alpha, \beta, \theta, r)$, which results in $d\Omega = \frac{1}{2} \sin \alpha d\alpha d\beta d\alpha d\beta$. This equality can also be found in Smith [Ref. [29], Eq. (38)], using the relations (5.10) below to translate Smith’s result into our notation. (Smith’s coordinate $\Phi$ ranges between 0 and $2\pi$, thus covering shape space twice. Our coordinates cover shape space only once, and, therefore, we must include an additional factor of 2 when translating the volume element into our coordinates.) The hyperspherical harmonics must be normalized with respect to $d\Omega$. Since the monopole harmonics given in Eq. (5.8) are already normalized to unity with respect to the volume element $\sin \alpha d\beta d\alpha d\beta$, by taking $\phi_{kmn}(\alpha, \beta) = 2 Y_{m/2,\lambda/2,n/2}^{\text{PA}}(\alpha, \beta)$, the hyperspherical harmonics will be normalized to unity with respect to $d\Omega$. Therefore, the final form of the hyperspherical harmonics in the symmetric representation is

$$\phi^S_{kmn}(\theta, \alpha, \beta) = \frac{2}{\sqrt{2\pi}} e^{im\beta/2} Y_{m,\lambda/2,n/2}^{\text{PA}}(\alpha, \beta)$$

$$= \left( \frac{\lambda + 1}{4\pi} \right)^{1/2} D_{n/2-m/2}^{\lambda/2}(-\beta, \alpha, 2\theta).$$  

(5.9)

This expression agrees, up to an overall sign, with Smith’s expression [Ref. [29], Eq. (115)]. To verify this fact, one must be careful with the conventions for the $D$ matrices (see footnote 1), and note that Smith uses a different set of coordinates $(\phi, \Phi, \Theta^\prime)$, related to ours by

$$\phi = \theta, \quad \Theta^\prime = \Theta + \frac{\pi}{4} = \frac{\pi}{2} - \frac{\alpha}{2}, \quad \Phi = \frac{\beta}{2},$$  

(5.10)

Note that the phase relations (2.13) of the monopole harmonics imply the following phase relation for the $\phi^S_{kmn}$:

$$(\hat{G}_1 + i\hat{G}_2) \phi^S_{kmn} = \left[ \left( \frac{\lambda}{2} - \frac{n}{2} \right) \left( \frac{\lambda}{2} + \frac{n}{2} + 1 \right) \right]^{1/2} \phi^S_{kmn+2}.$$  

(5.11)

Smith’s phase convention includes a minus sign multiplying the left-hand side of this equation.
B. The uncoupled representation

For the uncoupled representation, we choose the operator $N$ to be $N_1 = 2G_1$, we choose the gauge to be the bisector gauge defined in Eq. (3.19), and we use shape coordinates $(w, \alpha', \beta')$ defined in Eq. (3.20). As noted in Sec. IV A, $G_1$ generates reduced symmetry operations which counter-rotate the two Jacobi vectors. Thus, if the potential energy is independent of the angle between the Jacobi vectors, $N_1$ will be a symmetry of the Hamiltonian.

Although the complete set of commuting observables, the gauge, and the coordinate system are all different in the symmetric and uncoupled representations, one can obtain the harmonics in one representation rather easily from the harmonics in the other. This is because the observables $N_3$ and $N_1$, the principal axis and bisector gauges, and the $(w, \alpha, \beta)$ and $(w, \alpha', \beta')$ coordinate systems are all related by the same reduced symmetry operation, which is a rotation by angle $-\pi/2$ about the $w_2$ axis in shape space.

To see how this works, let $r_i$ and $r_i'$ be two configurations, denoted in complex form by $z_i$ and $z_i'$, which correspond to shapes $w$ and $w'$, respectively, according to Eq. (3.13). Furthermore, we will suppose that these two configurations are related by a certain reduced symmetry operation. Speaking first of $4 \times 4$ real matrices in $SO(4)$, we will denote a reduced symmetry operation by $Q(n, \gamma) = \exp(\gamma \cdot G)$, where $G = (G_1, G_2, G_3)$ and $n$ is a unit vector. The $4 \times 4$ real matrix $Q(n, \gamma)$ corresponds to the $2 \times 2$ complex matrix $U(n, \gamma) = \exp(-i \gamma \cdot \pi/2)$ in $SU(2)$, the $3 \times 3$ real matrix $R(n, \gamma) = \exp(\gamma \cdot \pi/2)$ in $SO(3)$, and the operator $Q(n, \gamma) = \exp(-i \gamma \cdot \hat{G})$, which acts on wave functions as in Eq. (4.24). Here $\hat{G} = (\hat{G}_1, \hat{G}_2, \hat{G}_3)$. We will be particularly interested in a rotation by $-\pi/2$ about the two axes; in the following we will write simply $Q = Q(e_z, \pi/2), U = U(e_z, \pi/2), R = R(e_z, \pi/2)$, and $\hat{Q} = \hat{Q}(e_z, \pi/2)$ for this case. To return to the two configurations $r_i$ and $r_i'$, we will assume that they are related by this rotation, so that

\[ r_i = Qr_i', \quad z_i = Ur_i'. \tag{5.12} \]

Then it follows from Eqs. (4.9) and (4.10) that $w = Rw'$, which is essentially the same as Eq. (4.11). Also recall from the discussion following Eq. (4.11) that if $w'$ has coordinates $(w, \alpha_0, \beta_0)$ in the $(w, \alpha', \beta')$ coordinate system, then $w$ has the same coordinates $(w, \alpha_0, \beta_0)$ in the $(w, \alpha, \beta)$ coordinate system.

Now, suppose the configuration $z_i$ has orientation angle $\theta$ in the principal-axis gauge, and configuration $z_i'$ has orientation angle $\theta'$ in the bisector gauge, so that

\[ z_i = e^{i\theta}z^{PA}(w), \quad z_i' = e^{i\theta}z^{B}(w'), \tag{5.13} \]

where $z^{PA}$ and $z^{B}$ are defined by Eqs. (3.21) and (3.19). But Eq. (3.23) is equivalent to $z^{PA}(w) = Uz^{B}(w')$, which when combined with Eqs. (5.12) and (5.13) gives simply $\theta = \theta'$. We will call this common angle $\theta_0$. Thus, if we think of $(w, \theta, \alpha, \beta)$ and $(w, \theta', \alpha', \beta')$ as two coordinate systems on configuration space, then points $r_i$ and $r_i'$ have the same coordinate values, as measured in the two systems.

Now consider the hyperspherical harmonics $\psi^{\alpha \beta}(\theta, \alpha, \beta)$ in the symmetric representation, defined by Eq. (5.9), which are simultaneous eigenfunctions of $(\Lambda^2, L, N_3)$. These are functions on configuration space, and can be expressed in a variety of coordinates such as $\psi^{\alpha \beta}(r_i)$, $\psi^{\alpha \beta}(z_i)$, or $\psi^{\alpha \beta}(w, \theta, \alpha, \beta)$. Of course, these functions are actually independent of $w$.

To obtain eigenfunctions of $N_1$ from those of $N_3$, we note that since $\hat{G}$ is a tensor operator, it satisfies the identity $\hat{Q} \hat{G} \hat{Q}^\dagger = \hat{G}_3$. This implies that

\[ \hat{Q} \hat{G}_1 \hat{Q}^\dagger = \hat{G}_3, \tag{5.14} \]

where we continue the notation $\hat{Q} = \hat{Q}(e_z, \pi/2)$, etc. From this it follows that if we write

\[ \psi^{\alpha \beta}_{\lambda \alpha \beta}(r_i) = (\hat{Q} \hat{G}_1) \psi^{\alpha \beta}_{\lambda \alpha \beta}(r_i), \tag{5.15} \]

then $\psi^{\alpha \beta}_{\lambda \alpha \beta}$ is an eigenfunction of $(\Lambda^2, L, N_3)$ with quantum numbers $(\lambda, \alpha, \beta)$. We will take Eq. (5.15) as the definition of the hyperspherical harmonics in the uncoupled representation. To express these harmonics in the coordinates $(\theta', \alpha', \beta')$, we first note that

\[ (\hat{Q} \hat{G}_1) \psi^{\alpha \beta}_{\lambda \alpha \beta}(r_i) = \psi^{\alpha \beta}_{\lambda \alpha \beta}(Q(r_i)), \tag{5.16} \]

and then we replace $r_i$ in this equation by $r_i'$ and use Eqs. (5.12) and (5.15) to find

\[ \psi^{\alpha \beta}_{\lambda \alpha \beta}(r_i') = r_i' \psi^{\alpha \beta}_{\lambda \alpha \beta}(r_i). \tag{5.17} \]

By expressing $r_i$ and $r_i'$ in the two coordinate systems, we have

\[ \psi^{\alpha \beta}_{\lambda \alpha \beta}(\theta', \alpha', \beta') = \frac{(\lambda + 1)^{1/2}}{\sqrt{2\pi}} D^{\lambda/2}_{\alpha \beta}(2\theta', \alpha', 2\beta'). \tag{5.19} \]

This can be reconciled with Smith’s result (Ref. [29], Eq. (74)) by noting that Smith uses coordinates $\phi_+, \phi_-$, and $\chi$ given by

\[ \phi_+ = \theta - \frac{\pi}{4}, \quad \chi = \frac{\alpha'}{2}, \quad \phi_- = -\frac{\beta'}{2} + \frac{\pi}{4}. \tag{5.20} \]
Finally, it is easy to obtain the coupling coefficients, i.e., the unitary transformation connecting the harmonics in the two representations. We simply note that because we are using the phase conventions (5.11), the functions \( \psi_{\lambda mn}^{\pm} \) (for fixed \( \lambda \) and \( m \), variable \( n \)) form a standard set of basis functions in an irreducible representation of SU(2). Therefore,

\[
(\hat{Q}^i \psi_{\lambda mn}^{\pm})(\mathbf{r}_i) = \sum_{n'} \psi_{\lambda mn'}^{\pm} (\mathbf{r}_i) [D^{\lambda/2} (0, -\pi/2,0)]_{n/n'}^{-1},
\]

(5.21)

where \((0, -\pi/2,0)\) are the Euler angles of \( \hat{Q} \). Thus from Eq. (5.15) we have

\[
\psi_{\lambda mn}^{UC} = \sum_{n'} d_{n/n'2}^{\lambda/2} (\pi/2) \psi_{\lambda mn'}^{\pm},
\]

(5.22)

\[
\psi_{\lambda mn}^{\pm} = \sum_{n'} d_{n/n'2}^{\lambda/2} (\pi/2) \psi_{\lambda mn'}^{UC},
\]

(5.23)

where \( d_{n/n'2}^{\lambda/2} \) is the reduced Wigner matrix. The above can be reconciled with Smith’s coefficients \( a_{\lambda} (m, s) \) [Ref. [29], Eq. (83)] if one takes into account the differences in overall phase between our harmonics and Smith’s.\(^2\)

VI. CONCLUSIONS

By connecting the hyperspherical harmonics with the monopole harmonics, one can exploit the properties of monopole harmonics to understand the properties of hyperspherical harmonics. This is especially true with respect to changes in body frame conventions; we can transform the harmonics from one body frame convention to another by means of gauge transformations on the monopole harmonics. Wu and Yang have provided a clear geometric construction of the phase acquired by the monopole harmonics under such a gauge transformation [34]. Up to proportionality, this phase is just the solid angle subtended between the new and the old monopole strings. This construction, therefore, gives a convenient geometric description of the phase acquired by the hyperspherical harmonics under changes of body frame.

Our formalism also easily handles Eckart frames. If the equilibrium shape of a molecule is denoted by \( \mathbf{w} \), it can be shown that the gauge potential in the Eckart frame is given by a rotation applied to \( \mathbf{w} \) so as to place the monopole string through \( -\mathbf{w} \). One would then construct the hyperspherical harmonics from the monopole harmonics \( Y_{n\mu}^{\lambda \mp} \) instead of the \( Y_{n\mu}^{\lambda \mp} \). The coupling coefficients between different Eckart conventions could be found much as we found the coupling coefficients between the symmetric and uncoupled representations, except that one would have to deal with the element of SU(2) which rotates one equilibrium point into another.

It is natural to ask whether the gauge theoretical treatment of the hyperspherical harmonics can be generalized to cover the three-dimensional problem or to include more than three particles. In principal, there is no reason to believe that it cannot since the gauge theory itself can be applied to the two- and three-dimensional \( n \)-body problems for arbitrary \( n \). The development in this paper would require significant modification to handle the three-dimensional three-body harmonics. This is largely due to the fact that in the three-dimensional problem, the reduced symmetry group must commute with all rotations in SO(3) instead of just SO(2). The reduced symmetry group is therefore a proper subgroup of SU(2), which consists, in fact, of just the democracy transformations. Thus the operators used to define the hyperspherical harmonics do not act on shape-space wave functions, and the problem of finding hyperspherical harmonics does not obviously reduce to a problem of finding harmonics on shape space. The planar \( n \)-body problem does not have these difficulties. In this case, the reduced symmetry group is SU\((n - 1)\), the generators of which, together with \( L_i \), provide enough operators to construct a complete set of commuting observables. Thus the problem of finding hyperspherical harmonics on configuration space can be reduced to finding harmonics on shape space. This approach is, however, not without complications, as the space of shapes with unit hypersphere is no longer a simple sphere for the planar \( n \)-body problem \((n > 3)\) but is instead the complex projective space \( CP^{n-2} \) [46]. Thus the harmonic analysis of the complex projective spaces may be of interest for future work on the planar \( n \)-body problem.
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APPENDIX: EQUALITY OF THE CASIMIRS \( G^2 \) AND \( F^2 \)

In this appendix we prove the equality of the Casimir operators \( G^2 \) and \( F^2 \), defined in Eq. (4.33). That equation refers to operators; we begin our discussion here with the 4 \( \times \) 4, antisymmetric real matrices which constitute so(4).

The matrices \( G_k \), \( k = 1, 2, 3 \), which are generators of an \( su(2) \) subalgebra of so(4), are defined by Eqs. (4.13). As explained in Sec. IV C, there is another \( su(2) \) subalgebra of so(4), orthogonal to the first, and we let \( F_k \), \( k = 1, 2, 3 \), be the generators of this orthogonal subalgebra. Explicit forms for the \( F_k \) are given below. From these two sets of generators we construct two Casims, \( G_k G_k = G^2 \) and \( F_k F_k = F^2 \). We wish to show that these Casimals are equal, \( G^2 = F^2 \).

The matrices \( G_k \) and \( F_k \) taken together form a basis in so(4). Another convenient basis is the set of matrices \((A_{12}, A_{13}, A_{14}, A_{23}, A_{24}, A_{34})\), where the \( k' \) component of the matrix \( A_{ij} \) is given by

\[\text{We believe there is an error in Smith’s expression for the coupling coefficients } a_{\lambda} (m,-s). \text{ If we denote the coefficients computed by Smith as } \tilde{a}_{\lambda} (m,-s), \text{ then we believe the actual coupling coefficients (with Smith’s phase conventions) to be } a_{\lambda} (m,-s) = \tilde{a}_{\lambda} (m,-s).\]
\[
(A_{ij})_{k'} = \frac{1}{\sqrt{2}} \left( \delta_{ik} \delta_{j'} - \delta_{i'} \delta_{jk} \right).
\]

(A1)

Note that the \(i\)-\(j\) index on \(A\) labels the matrix, and not the components. The matrix \(A_{ij}\) is antisymmetric and nonzero only in the slots \(ij\) and \(ji\), and satisfies \(A_{ij} = -A_{ji}\). The transformation connecting the two bases is

\[
G_1 = \frac{1}{\sqrt{2}} (A_{12} - A_{34}),
\]

\[
G_2 = \frac{1}{\sqrt{2}} (A_{14} - A_{23}),
\]

\[
G_3 = \frac{1}{\sqrt{2}} (-A_{13} - A_{24}),
\]

\[
F_1 = \frac{1}{\sqrt{2}} (A_{12} + A_{34}),
\]

\[
F_2 = \frac{1}{\sqrt{2}} (-A_{14} - A_{23}),
\]

\[
F_3 = \frac{1}{\sqrt{2}} (-A_{13} + A_{24}),
\]

(A2)

where the \(G\) equations are equivalent to Eqs. (4.13) and the \(F\) equations serve to define the \(F_k\) explicitly.

Two Casimirs can be constructed from the \(A_{ij}\) and expressed in terms of the \(G_k\) and \(F_k\). These are

\[
C_1 = \frac{1}{2} A_{ij} A_{ij} = G^2 + F^2,
\]

\[
C_2 = \frac{1}{4} \varepsilon_{ijk} A_{ij} A_{k'} = -G^2 + F^2,
\]

where the indices are summed from 1 to 4. We wish to show that \(C_2 = 0\), which implies \(G^2 = F^2\). This is easily done by substituting Eq. (A1) into the second of Eqs. (A3), which gives

\[
(C_2)_{mn} = \frac{1}{4} \varepsilon_{ijk} (A_{ij})_{mn} (A_{k'})_{rn}
\]

\[
= \frac{1}{4} \varepsilon_{ijk} (\delta_{im} \delta_{jr} - \delta_{ir} \delta_{jm}) (\delta_{k'} \delta_{n} - \delta_{kn} \delta_{r'})
\]

\[
= \frac{1}{4} \varepsilon_{ijk} \delta_{im} \delta_{jr} \delta_{k'} \delta_{n} = 0.
\]

(A4)

Similarly, the Casimir \(C_2\) vanishes if the matrices \(G_k\), \(F_k\), and \(A_{ij}\) are replaced by the operators \(\hat{G}_k\), \(\hat{F}_k\), and \(\hat{A}_{ij}\) which correspond to them according to Eq. (4.26). In this case we have

\[
C_2 = \frac{1}{4} \varepsilon_{ijk} \hat{A}_{ij} \hat{A}_{k'}
\]

\[
= \frac{1}{4} \varepsilon_{ijk} (A_{ij})_{mn} \rho_m (A_{k'})_{q} \rho_q \rho_p = \frac{1}{4} \varepsilon_{ijk} \rho_{r} \rho_{r'} \rho_{p} (A_{ij})_{q} \rho_q \rho_p
\]

\[
= \frac{1}{4} \varepsilon_{ijk} (\rho_{r} \rho_{r'} \rho_{p} - i \rho_{r'} \rho_{p} \rho_{r}) = 0.
\]

(A5)

where we omit the \(s\) subscripts used in the main body of the paper. This proves that \(F^2\) and \(G^2\), defined in Eq. (4.33), are equal. We note that for other representations of \(so(4)\), besides the two treated in this appendix, the two Casimirs \(G^2\) and \(F^2\) are not necessarily equal.
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