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Abstract—Beginning with Maxwell’s equations for the \((H_1, H_2, E)\) polarized mode in an inhomogeneous planar medium, we derive a finite volume method that we recognize as Kirchoff’s laws for a corresponding circuit consisting of inductors, capacitors, and resistors. This association automatically gives local charge and energy conservation. The method is implemented and used to find the steady-state solution for two test problems. By comparison with the exact solution for the homogeneous medium problem, the method is shown to be linearly convergent.

Index Terms—Finite volume methods, Maxwell equations, Helmholtz equation, Circuit modeling, Equivalent circuits

I. INTRODUCTION

MAXWELL’S equations for the \((H_1, H_2, E)\) polarized mode in a planar, inhomogeneous medium with permittivity \(\varepsilon(x, y)\) and permeability \(\mu(x, y)\) are

\[
\begin{align*}
\mu \partial_t \Lambda & = -\nabla E, \quad \Lambda = (-H_2, H_1) \quad (1a) \\
\varepsilon \partial_t E & = -\text{div} \Lambda. \quad (1b)
\end{align*}
\]

Let \(\Omega = [0, M] \times [0, L]\) be the rectangular region occupied by the medium. Let \(\Gamma = \{0\} \times [0, L]\) be the left boundary of \(\Omega\). Suppose that on \(\Gamma\), we have harmonic forcing at frequency \(\omega\):

\[
E(0, y, t) = f(0, y)e^{2\pi i \omega t}. \quad (1c)
\]

On the remaining three sides of the boundary, we impose impedance or Leontovich boundary conditions:

\[
\Lambda(x, y, t) \cdot \hat{n} = \sigma(x, y)E(x, y, t), \quad (x, y) \in \partial\Omega \setminus \Gamma, \quad (1d)
\]

where \(\partial\Omega, \hat{n}\), and \(\sigma(x, y)\) denote the boundary of \(\Omega\), the unit outward normal, and the conductance on the boundary.

In this paper, we accomplish the following goals:

1) We show that a finite volume discretization of (1) results in Kirchoff’s laws of voltage and current for a particular circuit consisting of inductors, capacitors, and resistors.

2) By comparing finite volume solutions of (1) for constant \(\varepsilon, \mu\) with exact solutions obtained via separation of variables, we numerically establish first-order convergence.

A. Relationship to previous work

The idea of demonstrating equivalent circuits whose continuum limit yields Maxwell’s equations is quite old [1]–[4]. These early works predate the widespread use of digital computers to solve differential/integral equations.

Since then, when a new numerical method for Maxwell’s equations has been introduced, the corresponding equivalent circuit has been explored, often as a way to gain physical insight useful for modeling purposes [5, Chap. 1]. One of the first papers proposing an equivalent circuit for the FDTD discretization was [6]. Equivalent circuits for the Finite Element Method and the Method of Moments have been described in [7] and [8, Chap. 5], respectively. For the Transmission Line Matrix method [5], [9], [10] and the Spatial Network Method [11], [12], equivalent circuits feature prominently.

The finite volume (FV) method appeared in computational electromagnetics in the late 1980s [13]–[16]. More recent work indicates that FV methods may hold an advantage over other methods for problems with large variations in the material parameters and sub-grid scale variations in the fields [17]–[20]. Note that the convergence of at least two versions of the FV method has been proven rigorously [21]–[24].

Despite the fact that the FV method has been employed successfully for over 20 years, and unlike the situation for any of the other popular methods for solving Maxwell’s equations, there has to date been no discussion in the literature of an equivalent circuit for the FV discretization. We find two main benefits of carefully deriving an equivalent circuit formulation of the FV discretization. First, we obtain precise formulas that relate the local inductance, capacitance, and boundary conductance of the circuit to spatial averages of their continuum counterparts: \(\mu(x, y), \varepsilon(x, y)\) and \(\sigma(x, y)\), respectively. Second, relating the FV discretization to Kirchoff’s laws for a circuit automatically yields local energy and charge conservation, in addition to global energy and charge functionals that are natural discretizations of the continuum energy and charge functionals for Maxwell’s equations.

From the point of view of using FV to analyze a two-dimensional case of Maxwell’s equations, our work is most similar to [25]. We solve (1) in steady-state for an arbitrary frequency \(2\pi \alpha\) in (1c); this amounts to finding the frequency-domain solution, which is exactly the goal of the frequency-domain FV method proposed in [20]. In the present work, we are not concerned with issues related to unstructured, adaptive, or hybridized meshes [26]–[28], though we note here that our derivation can be generalized in this direction.
In general, when we have two neighboring cells \( \Omega_k \) and \( \Omega_j \) that are separated by a vertical segment \( \gamma \), if \( \Omega_k \) is below \( \Omega_j \), then we define the **vertical current**

\[
I_{k,j} := \int_\gamma H_1 \, d\ell. \tag{7}
\]

Note that the right-hand sides of (5), (6), and (7) all involve line integrals of scalar fields, which are all independent of parametrization.

With these conventions, we have

\[
C_k \dot{V}_k = -I_{k,i} - I_{k,j} + I_{l,k} + I_{m,k}. \tag{8}
\]

Note that this equation says that at each lattice node, the sum of incoming currents must equal the sum of outgoing currents, implying local charge conservation.

We define the **inductance** of the segment \( \gamma \) as

\[
L_\gamma := \frac{\eta}{|\gamma|} \int_\mu d\ell. \tag{9}
\]

Let us check how the currents evolve in time. We compute

\[
\dot{I}_{k,i} = - \int_\gamma \frac{\partial_x E}{\mu} \, d\ell \approx -\frac{\eta}{L_\gamma} \int_\gamma \partial_x E \, d\ell \tag{10a}
\]

\[
\approx -\frac{\eta}{L_\gamma} \left( |\Omega_i|^{-1} \int_{\Omega_i} E \, dx - |\Omega_k|^{-1} \int_{\Omega_k} E \, dx \right) \tag{10b}
\]

\[
\approx \frac{1}{L_\gamma} (V_k - V_i). \tag{10c}
\]

Let us explain the sequence of approximations made above:

- In (10a), we replace \( \mu \) by its segment average \( L_\gamma/\eta \).
- To approximate the flux between cells in (10a), the integral \( \int_\gamma \partial_x E \, d\ell \) is approximated by the value of \( \partial_x E \) evaluated at the midpoint of \( \gamma \), a second-order accurate finite-difference formula is applied using the values of \( E \) at the center of the cells \( \Omega_k \) and \( \Omega_l \), and then these values are replaced by the cell averages. This is the main finite volume approximation [29].
- To go from (10b) to (10c), we replace \( \epsilon \) by its cell average, which gives us

\[
\dot{V}_k = \frac{Q_k}{C_k} = \frac{\int_{\Omega_k} \epsilon E \, dx}{[\eta \int_{\Omega_k} \epsilon \, dx] \approx \frac{\eta}{|\Omega_k|} \int_{\Omega_k} E \, dx}. \tag{11}
\]

Using analogous approximations, we compute

\[
\dot{I}_{k,j} \approx \frac{1}{L_\gamma} (V_k - V_j). \tag{12}
\]

For an interior cell \( \Omega_k \), (8), (10), and (12) are Kirchhoff’s laws of voltage and current for a regular square lattice of inductors and capacitors [30], [31].

### A. Boundary conditions

To handle boundary condition (1c) on \( \overline{T} \), we use a column of ghost cells. Each ghost cell, where the electric field is prescribed, is directly to the left of a cell in the first column, where the electric field is an unknown. Let \( \gamma \subset \overline{T} \) be the right boundary of the ghost cell. We compute the voltage of the ghost cell using (11):

\[
V_k \approx \frac{\eta}{|\Omega_k|} \int_{\Omega_k} E \, dx \approx \frac{\eta}{|\gamma|} \int_\gamma E \, d\ell = V_k e^{2\pi i\alpha t}, \tag{13}
\]
with
\[
\tilde{V}_k = \eta \left( \frac{1}{|\gamma|} \int_{\gamma} f(y) \, dy \right).
\]

The ghost cells yield \( n \) new horizontal currents \( I_{p,q} \), each of which satisfies an equation of the form (10). Each such equation involves one unknown and one prescribed voltage.

If the top, right, or bottom boundary of \( \Omega_k \) intersects \( \partial \Omega \), then we apply the other boundary condition (1d). Let \( \gamma = \partial \Omega_k \cap \partial \Omega \). Then going back to (4), we find
\[
C_k \tilde{V}_k = -\int_{\gamma} \Lambda \cdot n \, dl - \int_{\partial \Omega_k \setminus \gamma} \Lambda \cdot n \, dl
\]
\[
= -\int_{\gamma} \sigma E \, dl - \int_{\partial \Omega_k \setminus \gamma} \Lambda \cdot n \, dl
\]

(14)

The second line integral in (14) can be evaluated in the same way as (5) above; we focus on the first line integral. We write
\[
\int_{\gamma} \sigma E \, dl \approx \left( \frac{1}{|\gamma|} \sum_{\gamma} E \, dl \right) \left( \int_{\gamma} \sigma \, dl \right)
\]
\[
\approx \left( \frac{\eta}{|\Omega_k|} \sum_{\Omega_k} E \, dx \right) \left( \frac{1}{\eta} \int_{\gamma} \sigma \, dl \right) \approx V_k G_k,
\]

where \( G_k \) is the conductance
\[
G_k := \frac{1}{\eta} \int_{\gamma} \sigma \, dl.
\]

Note that if \( \sigma = 0 \), then (1d) and (1a) imply \( \nabla E \cdot \hat{n} = 0 \), a perfectly insulating boundary condition. On the other hand, if \( \sigma = \infty \), then (1d) implies \( E = 0 \), a perfectly conducting boundary condition. In this paper, we choose \( \sigma \) to approximate outgoing boundary conditions, which are obtained as follows.

Dotting (1a) with \( \hat{n} \) and then using (1d), we find that on \( \partial \Omega \setminus \Gamma \),
\[
\partial_t E + \frac{1}{\mu \sigma} \nabla E \cdot n = 0.
\]

At each \((x,y) \in \partial \Omega \setminus \Gamma\), the value of \( \sigma(x,y) \) for which this equation is the Engquist-Majda outgoing condition [32] is
\[
\sigma(x,y) = \sqrt{\epsilon(x,y)/\mu(x,y)}.
\]

(16)

B. Remark

In Appendix A, we show that the \((H_1, H_2, E)\) polarized mode described by (1) is an exact solution of the fully three-dimensional Maxwell’s equations for a physical system described by two horizontally infinite parallel plates that are separated vertically by the distance \( \eta > 0 \). All the definitions made above (e.g., charge, capacitance, resistance, etc.) can be derived in a physically consistent fashion using the setup in Appendix A. One may also make these definitions on the grounds that the quantities being derived have the correct units.

C. Assembling the discretized system

Discretization gives us a two-dimensional rectangular lattice with \( m \) rows and \( n \) columns, which we represent as an oriented graph, c.f. [33, Chap. 13]. This graph is the dual graph of the finite volume mesh as shown in Fig. 1. Nodes represent capacitors and edges represent inductors. The direction or orientation of the edge represents the direction of positive current flow through the associated inductor.

In a lattice of size \( m \times n \), there are \( mn \) nodes and \( (2m-1)n \) edges, \( mn \) horizontal ones and \( (m-1)n \) vertical ones. We let \( \mathcal{N} = \{1, 2, \ldots, mn\} \) denote the set of all nodes, and \( \mathcal{E} = \{1, 2, \ldots, (2m-1)n\} \) denote the set of all edges. Let \( \mathcal{C} \) be a vector of size \( mn \) such that \( C_j \) is the capacitance at node \( j \). Let \( \mathbf{L} \) be a vector of size \( (2m-1)n \) such that \( L_j \) is the inductance at edge \( j \). We partition \( \mathbf{L} \) into horizontal and vertical inductances by writing \( \mathbf{L} = [L_{h}, L_{v}] \). At time \( t \), \( V_j(t) \) and \( I_k(t) \) are, respectively, the voltage across capacitor \( j \) and the current through inductor \( k \). By \( \mathbf{V}(t) \) and \( \mathbf{I}(t) \) we denote the vectors of all voltages and currents, respectively.

Of the horizontal edges, there are \( m \) boundary edges that form a subset \( \Gamma \subset \mathcal{E} \), each of which is incident upon only one node and corresponds to a ghost cell to the left of the domain \( \Omega \). Specifically, \( \Gamma \) is the left-most column of horizontal edges. All other edges in the graph are incident upon two nodes. In general, we think of an edge as an ordered pair \((i_1, i_2)\), where \( i_k \in \mathcal{N} \). The direction of the edge is given by the ordering of these numbers, so that \( i_1 \) is the tail and \( i_2 \) is the head of \((i_1, i_2)\). For a boundary edge \( j \) that is incident only upon node \( i \), we write \( j = (i, i_0) \).

We let \( \mathfrak{B} \) denote the \(|\mathcal{N}| \times |\mathcal{E}| = mn \times (2m-1)n \) incidence matrix of the oriented graph for our circuit. We have
\[
\mathfrak{B}_{ij} = \begin{cases} 
1 & \text{if } j = (i', i) \text{ for some } i' \in \mathcal{N} \cup \emptyset \\
-1 & \text{if } j = (i, i') \text{ for some } i' \in \mathcal{N} \\
0 & \text{otherwise.}
\end{cases}
\]

In addition to the structure described already, the lattice also has resistors and forcing along the boundary. We represent the set of nodes connected to resistors by \( \mathcal{G} \subset \mathcal{N} \), and let \( G_i \) be the conductance of node \( i \in \mathcal{G} \). We then extend \( G_i \) by defining \( G_i \equiv 0 \) for all \( i \in \mathcal{N} \setminus \mathcal{G} \), so that \( \mathbf{G} = (G_1, \ldots, G_{mn}) \) is a vector of size \(|\mathcal{N}| = mn \).

Let \( N = |\mathcal{N}| + |\mathcal{E}| = (3m-1)n \). Then we define the \(|\mathcal{N}| \times N = m \times (3m-1)n \) projection matrix \( \mathbf{P}_1 \) by \((\mathbf{P}_1)_{ij} = 1 \) if \( \Gamma_i = j \) and \((\mathbf{P}_1)_{ij} = 0 \) otherwise. Note that because \( \Gamma_i \in \mathcal{E} \), the final \( mn \) columns of \( \mathbf{P}_1 \) are all zero. The forcing applied at edges \( \Gamma \) is
\[
\mathbf{W}(t) = \mathbf{P}_1^t \mathbf{f} e^{2\pi i \alpha t}.
\]

The frequency \( \alpha \) is the same \( \alpha \) in the boundary condition (1c). The vector \( \mathbf{f} = (f_1, \ldots, f_{mn}) \in \mathbb{C}^{|\Gamma|} \) is arranged as follows: each edge \( i \in \Gamma \) is of the form \((\emptyset, k')\) for some \( k' \in \mathcal{N} \). We set \( f_i \) equal to \( \tilde{V}_k \) as defined in (13), where \( \Omega_k \) is the ghost cell to the left of cell \( k' \).

The finite volume scheme from the previous section, which we have already noted is equivalent to Kirchoff’s Laws on an inductor-capacitor lattice, can now be written in the following matrix-vector form:
\[
\text{diag}(\mathbf{L}) \frac{d\mathbf{I}}{dt} = -\mathbf{B}^t \mathbf{V} + \mathbf{W}
\]
\[
\text{diag}(\mathbf{C}) \frac{d\mathbf{V}}{dt} = \mathbf{B} \mathbf{I} - \text{diag}(\mathbf{G}) \mathbf{V}.
\]
D. Steady-state solution of the discretized equation

Define \( z(t) = (I(t), \mathbf{V}(t)) \) so for each \( t, z(t) \in \mathbb{C}^N \). Define

\[
M = \begin{bmatrix} 0 & -\mathfrak{B}^t \\ \mathfrak{B} & -\text{diag}(G) \end{bmatrix},
\]

Then the system (17) can be written in the form

\[
\text{diag}(L, C) z(t) = M z(t) + P_A^t \mathbf{f} e^{2\pi i t}. \tag{18}
\]

Consider the steady-state solution \( z(t) = u e^{2\pi i t} \). Inserting this into (18), we derive

\[
u = (2\pi i \alpha \text{diag}(L, C) - M)^{-1} P_A^t \mathbf{f}. \tag{19}
\]

E. Discussion

1) The matrix \( (2\pi i \alpha \text{diag}(L, C) - M) \) will be invertible if and only if \( 2\pi i \alpha \) is not an eigenvalue of \( \text{diag}(L, C) - M \). Note that if all nodes are resistive, i.e., if \( G_k > 0 \) for all \( i \in \Omega \), then the spectrum of \( \text{diag}(L, C) - M \) has strictly negative real part, implying that (19) can be computed for all \( \alpha \).

2) Using Matlab on a desktop computer with 4GB of RAM, (19) can easily be solved for \( m, n \leq 400 \).

3) We have formulated the circuit as an oriented graph in order to write the equations compactly and take advantage of the graph-theoretic interpretation of the incidence matrix \( \mathfrak{B} \), which appears naturally in Kirchhoff’s laws. Though we have formulated the problem for an \( m \times n \) rectangular lattice, the graph-theoretic framework easily accommodates other topologies.

4) Inserting (16) into (15), we find that at a boundary node \( i \in \mathcal{E} \), we have the impedance-matched value of the conductance,

\[
G_i = \frac{|\gamma|}{|\Omega_i|^{1/2}} \sqrt{|\frac{C_i}{L_j}|}, \tag{20}
\]

where \( j \in \mathcal{E} \) is the edge incident on node \( i \) that is normal to the boundary, and \( \gamma \) is the segment that is dual to edge \( j \). In the case where all cells are identical squares, we have \( |\gamma| = |\Omega_i|^{1/2} \).

III. Conservation properties of the continuous and discrete systems

It is instructive to calculate the time evolution of the total energy for the Maxwell system (1):

\[
\frac{d}{dt} \int_{\Omega} \left( \frac{1}{2} \epsilon |E|^2 + \frac{1}{2\mu} |\Lambda|^2 \right) dA = -\Re \int_{\partial \Omega} E^* \Lambda \cdot \mathbf{n} d\ell - \int_{\partial \Omega} \sigma |E|^2 d\ell \tag{21}
\]

This says that the rate of change of energy equals the power forced in through the left boundary minus the power dissipated through the other three sides of the medium. It is clear that power is dissipated at a rate proportional to \( \sigma \).

We also compute the time-evolution of the total charge of the system

\[
\frac{d}{dt} \int_{\Omega} \epsilon E \mathbf{d}x = -\int_{\partial \Omega} \Lambda \cdot \mathbf{n} d\ell - \int_{\partial \Omega} \sigma E d\ell. \tag{22}
\]

The interpretation of this equation is that the rate of change of charge equals the current entering the domain on the left boundary minus the current exiting the domain on the other three sides. Again, the outgoing current is proportional to \( \sigma \).

The association of the finite volume discretized system as Kirchhoff’s laws for a circuit allows for natural definitions of discrete energy and charge. The rate of change of the total energy of the discrete system can be calculated using (17):

\[
\frac{1}{2} \frac{d}{dt} (V^* \text{diag}(C) V + \lambda^* \text{diag}(L) I) = \Re \mathbf{i}^* P_A^t \mathbf{f} e^{2\pi i t} - V^* \text{diag}(G) V.
\]

The right hand side, which has the form of power in minus power out, corresponds perfectly with the right hand side of (21). The calculation shows that the dynamics of energy for the entire lattice can be understood by observing boundary phenomena only; this implies that, locally, in the interior of the lattice, energy is conserved.

We also compute the time evolution of the total charge of the discrete system (17):

\[
\frac{d}{dt} \int_{\Omega} \text{diag}(C) V = 1^t \mathbf{i}^* \mathbf{i} - 1^t \text{diag}(G) V = \sum_{j \in \mathcal{I}} I_j - \sum_{k \in \mathcal{E}} G_k V_k.
\]

This has the form of current in minus current out, corresponding perfectly with the right hand side of (22).

IV. Separation of variables solution

In this section, we use separation of variables to develop the exact, steady-state solution of (1) for constant \( \epsilon \) and \( \mu \).

We begin by assuming harmonic time-dependence of the fields,

\[
E(x, y, t) = \tilde{E}(x, y) e^{2\pi i t}, \quad \Lambda(x, y, t) = \tilde{\Lambda}(x, y) e^{2\pi i t},
\]

in which case system (1) reduces to

\[
(\nabla^2 + k^2) \tilde{E} = 0 \tag{23a}
\]

\[
\tilde{E}(0, y) = f(y) \tag{23b}
\]

\[
\frac{\partial \tilde{E}}{\partial n} + i k z \tilde{E} = 0 \quad \text{on} \quad \partial \Omega \setminus \mathcal{I}, \tag{23c}
\]

where \( k^2 = \frac{\mu \epsilon (2\pi \alpha)^2}{2} \) and \( z = \sigma \sqrt{\mu/\epsilon} \). We now assume a solution of the form \( \tilde{E}(x, y) = \rho(x) \phi(y) \). Inserting this into the Helmholtz equation (23a), we split the problem as follows:

\[
\frac{\rho''(x)}{\rho(x)} + k^2 = -\frac{\psi''(y)}{\psi(y)} = \lambda. \tag{24}
\]

This yields a non-self-adjoint problem for a complex eigenfunction \( \psi(y) \) and a complex eigenvalue \( \lambda \):

\[
\psi''(y) = -\lambda \psi(y) \tag{25a}
\]

\[
\psi'(L) + i k z \psi(L) = 0 \tag{25b}
\]

\[
-\psi'(0) + i k z \psi(0) = 0 \tag{25c}
\]

We say that \( \phi(y) \) solves the adjoint problem if it satisfies:

\[
\phi''(y) = -\lambda \phi(y) \tag{26a}
\]

\[
\phi'(L) - i k z \phi(L) = 0 \tag{26b}
\]

\[
-\phi'(0) - i k z \phi(0) = 0 \tag{26c}
\]
We list without proof the properties of the eigenvalue problem that are most relevant to developing a separation of variables solution. For details, refer to [34], [35].

1) (25) is not a Sturm-Liouville problem because the boundary conditions are not self-adjoint.
2) If the eigenpair \((\lambda_1, \psi)\) solves (25), the eigenpair \((\lambda_2, \phi)\) solves (26), and \(\lambda_1 \neq \lambda_2\), then \(\psi\) and \(\phi\) are orthogonal with respect to the \(L^2\) inner product:

\[
\langle \psi, \phi \rangle := \int_0^L \psi(y)\overline{\phi(y)} \, dy = 0.
\]

3) If the eigenpair \((\lambda, \psi)\) solves (25), then the eigenpair \((\lambda, \overline{\psi})\) solves (26). In this case, \(\langle \psi, \overline{\psi} \rangle \neq 0\).
4) The eigenvalues are discrete, simple, and live in the first quadrant of \(\mathbb{C}\).
5) The set \(\{\psi_n\}_{n=1}^{\infty}\) is a complete basis of \(L^2([0, L])\).
6) As \(n \uparrow \infty\), the eigenfunctions \(\psi_n\) are increasingly oscillatory and alternatingly even and odd about \(y = L/2\).

Note that

\[
\psi_n(y) = e^{i\sqrt{\lambda_n}y} + \frac{\sqrt{\lambda_n} - kz}{\sqrt{\lambda_n} + kz} e^{-i\sqrt{\lambda_n}y}
\]

is an eigenfunction of (25) as long as \(\lambda_n\) solves the transcendental equation

\[
e^{2i\sqrt{\lambda_n}L} = \left(\frac{\sqrt{\lambda_n} - kz}{\sqrt{\lambda_n} + kz}\right)^2.
\]

(28)

Using this and the above properties, we can derive the solution of (23). We expand the left-hand side boundary condition via

\[
f(y) = \sum_{n=1}^{\infty} c_n \psi_n(y).
\]

Taking inner products, we find

\[
c_m = \frac{\langle f, \phi_m \rangle}{\langle \psi_n, \phi_m \rangle}.
\]

We return to (24) and see that \(\rho(x)\) must satisfy

\[
\begin{align*}
\rho_n''(x) &= (\lambda_n - k^2)\rho_n(x) \\
\rho_n(0) &= 1 \\
\rho_n'(M) + ikz\rho_n(M) &= 0
\end{align*}
\]

(29)

The solution of (29) is

\[
\rho_n(x) = \frac{q}{q + 1} e^{\sqrt{\lambda_n - k^2}x} + \frac{1}{q + 1} e^{-\sqrt{\lambda_n - k^2}x},
\]

where

\[
q = \frac{\sqrt{\lambda_n - k^2} - ikz}{\sqrt{\lambda_n - k^2} + ikz} e^{-2\sqrt{\lambda_n - k^2}M}.
\]

The solution of (23) is then

\[
\tilde{E}(x, y) = \sum_{n=1}^{\infty} c_n \rho_n(x) \psi_n(y).
\]

A. Solving (28) for the eigenvalues

Let \(\sqrt{\lambda} = a + ib\). Taking the square root of both sides of (28) and then splitting the resulting equation into its real and imaginary parts leads us to the fixed point iteration scheme

\[
\begin{pmatrix}
\rho_{j+1} \\
b_{j+1}
\end{pmatrix} = F_n \begin{pmatrix}
\rho_j \\
b_j
\end{pmatrix},
\]

where

\[
F_n \begin{pmatrix}
a \\
b
\end{pmatrix} = \begin{pmatrix}
\frac{n\pi}{L} + \frac{1}{2L} \log \left(\frac{2b(kz)^2}{\lambda_n - a^2 + b^2 - k^2 z^2}\right) \\
\frac{1}{2L} \log \left(\frac{2b(kz)^2}{\lambda_n - a^2 + b^2 - k^2 z^2}\right)
\end{pmatrix}.
\]

Let \(D\) be the disc \(\{w \in \mathbb{C} : |w - (kz)^2| < 2kz/L\}\). If the eigenvalue \(\lambda_n\) satisfies \(\lambda_n \notin D\), it can be shown using the contraction mapping principle that \(F_n\) has a unique fixed point \((a, b)\) where \(aL/\pi \in (n - 1/2, n + 1/2)\). In practice, we find that this means that applying \(F_n\) for \(1 \leq n \leq N\), one obtains all eigenvalues with real parts in the interval \((0, (N + 1/2)\pi/L)^2\) except possibly for one eigenvalue that can be found by applying Newton’s method in the disc \(D\).

The eigenvalues found in this way constitute the full spectrum of (25). Note that as \(n \uparrow \infty\), the eigenvalues have the asymptotic form

\[
\sqrt{\lambda_n} \sim \frac{n\pi}{L} + \frac{2kz}{n\pi}.
\]

(31)

B. The transfer function on the rectangle

We define the transfer function \(T(f)\) to be the mapping from the left boundary condition \(f(y)\) to the solution \(\tilde{E}(M, y)\) on the right boundary, i.e.,

\[
T(f) = \sum_{n=1}^{\infty} \overline{\langle \psi_n, f \rangle} \rho_n(x = M) \psi_n(y).
\]

(32)

Let \(\mu_n = \sqrt{\lambda_n - k^2}\). Using (30), we derive

\[
\rho_n(M) = \frac{2\mu_ne^{-\mu_nM}}{(\mu_n + ikz) + (\mu_n - ikz)e^{-2\mu_nM}}.
\]

(33)

Combining this with (31), we see that for large \(n\),

\[
|\rho_n(M)| \sim e^{-n\pi M/L}.
\]

(34)

Since \(\overline{\langle \psi_n, T(f) \rangle} = \langle \psi_n, f \rangle \rho_n(M)\), the upshot of (34) is that the transfer function (32) does not conserve energy, since the large \(n\) modes of \(f(y)\) are severely damped. Also, the solution on the right boundary will be much smoother than \(f(y)\).

V. NUMERICAL IMPLEMENTATION AND CONVERGENCE

In this section, we discuss the application of the finite volume method to two test problems. Throughout the finite volume solution, we set \(\eta = 1\). We use \(V\) to denote the components of the finite volume solution \(u\) that represent voltages at lattice nodes.
A. Homogeneous medium

For the separation of variables solution, we use (30), truncated at $n = 50$ modes, to produce a function $\tilde{E}(x, y)$. When we compare $\tilde{E}(x, y)$ against $V_k$, we average $\tilde{E}(x, y)$ over the cell $\Omega_k$, following (11)—we denote the the averaged separation of variables solution by $E$.

We focus on Gaussian boundary data $f(y) = e^{-\alpha(y-1/2)^2}$ with $a = 150$ on the square domain with $M = L = 1$. We set $\epsilon = 9$ and $\mu = 1$. The finite volume solution of this problem at $\alpha = 1.9$ on a $400 \times 400$ lattice is given in the upper-left panel of Fig. 2.

For four different values of $\alpha$, we compare the separation of variables solution to the finite volume solution $V_m$ on an $m \times m$ lattice where $m = 20, 32, 40, 64, 80, 100, 160, 200, 320, 400$, and $800$. The lower-left panel of Fig. 2 shows a log-log plot of the $L^2$ error $\|V_m - E\|_2$ versus $m$. When $\alpha$ equals $0.25, 0.5, 1.0$, and $1.9$, the least squares fit to the data gives slopes of, respectively, $-1.10, -1.09, -1.27, and -1.36$, indicating first-order convergence.
B. Periodic medium with a linear defect

We now consider a medium, modeled after a photonic crystal device [36], that consists of a periodic array of low index circular inclusions with a linear defect. The permittivity outside the inclusions is $\epsilon = 9$ and inside, $\epsilon = 1$. The domain is the square with $M = L = 1$. The distance between the centers of the circles is 1/10 and each circle has radius 1/40. The linear defect is created by simply removing a row of inclusions. The finite volume solution of this problem at $\alpha = 1.9$ on a $400 \times 400$ lattice is given in the upper-right panel of Fig. 2. As expected, the mode is confined to the defect, rather than diffraacting as in the homogeneous medium.

We study the convergence of the finite volume method for this inhomogeneous medium by first obtaining a fine-scale finite volume solution $V_{\text{fine}}$ on an $800 \times 800$ lattice. For the four values of $\alpha$ mentioned above, we compare this solution to the finite volume solution $V_m$ on an $m \times m$ lattice for $m = 50$, 100, 200, 400. A log-log plot of $||V_m - V_{\text{fine}}||_2$ versus $m$ is given in the lower-right panel of Fig. 2. A least squares fit of the error gives slopes of, respectively, $-1.25$, $-1.39$, $-1.42$, and $-1.39$, indicating first-order convergence.

VI. Conclusion

We have derived a physically motivated finite volume method for a planar Maxwell system. The method is easy to implement. Here we have done so to obtain the frequency domain solution of two problems with harmonic time-dependence. However, the system (17) obtained after spatial discretization could be used with a time-stepping scheme to solve an initial value problem in the time domain. Note that to find a steady-state solution through time stepping that is as accurate as the solutions we obtained, one would require a temporal discretization with first-order global error. This typically means that the time-stepping scheme must be at least second-order accurate.

To demonstrate convergence, we compared numerical solutions with a separation of variables solution for constant $\epsilon$ and $\mu$. Note that it is possible to generalize the separation of variables solution in Sec. IV to handle separable $\epsilon$ and $\mu$.

The choice of discretization in Sec. II does not require smoothness of $\epsilon$ and $\mu$. In other words, an advantage of the first-order method proposed here is that discontinuous material parameters can be handled readily. A goal for future work is to extensively test how roughness and/or short-wavelength oscillations in the coefficients $\epsilon$ and $\mu$ affect the performance of the finite volume method, and to compare the finite volume method to other frequency-domain methods for such problems.

Appendix A

An idealized physical configuration

In this section, we describe an idealized physical configuration in which the $(H_1, H_2, E)$ polarized mode is an exact solution of Maxwell’s equations and interpret the finite volume method derived in Sec. II in this context. The idea of formulating more systematic relationships between circuit- and field-theoretic concepts stems from [37].

We consider two perfectly conducting plates that are infinite in extent in the $\hat{x}$ and $\hat{y}$ directions and separated by a distance $\eta > 0$ in the $\hat{z}$ direction. Between the plates is a medium with parameters $\epsilon$ and $\mu$ that may vary in the $\hat{x}$ and $\hat{y}$ directions, but are constant in the $\hat{z}$ direction. Between the plates, the electric and magnetic fields satisfy Maxwell’s equations with no free charge or currents. The boundary conditions on the plates are:

\begin{align}
\hat{n} \times \hat{E} &= 0, \quad \hat{n} \cdot \hat{B} = 0 \quad (35a) \\
\hat{n} \cdot \hat{D} &= \rho_s, \quad \hat{n} \times \hat{H} = j_s. \quad (35b)
\end{align}

where $\rho_s$ and $j_s$ are the surface charge and surface current. Here, $\hat{n} = \hat{z}$ for the upper surface and $\hat{n} = -\hat{z}$ for the lower surface. The $(H_1(x, y, t), H_2(x, y, t), E(x, y, t))$ polarized mode automatically satisfies (35a). The last two boundary conditions reduce to

$$\epsilon E = \rho_s, \quad \Lambda = (j_{1z}^s, j_{2z}^s)$$

where, as before, $\Lambda = (-H_2, H_1)$. Evaluating the line integral of $\nabla \cdot (\epsilon E)$ connecting $(x, y, 0)$ and $(x, y, \eta)$, we find that the charge density on the two plates at fixed $(x, y)$ are equal in magnitude but have opposite signs. We now identify the charge $Q_k(t)$, defined by (2), with the area integral over $\Omega_k$ of the surface charge on the top plate. For constant $\epsilon$, (3) agrees with the capacitance between two parallel plates of area $|\Omega_k|$ separated by a distance $\eta: \epsilon |\Omega_k|/\eta$. The electrostatic potential difference between the two plates at position $(x, y)$ can be defined by

$$V(x, y, t) = \int_0^\eta E(x, y, t) \, dz = \eta E(x, y, t).$$

The approximation of the quantity $V_k \equiv Q_k/C_k$ in (11) is precisely the average value $V(x, y, t)$ on $\Omega_k$. Thus the approximation made in (11) can be interpreted as an electrostatic approximation.

Continuity of charge requires that for any rectangular region $\Omega_k$ on the top conducting plate, we must have

$$\frac{d}{dt} \int_{\Omega_k} \rho_s(x, y) \, d\vec{x} = - \int_{\partial \Omega_k} j_s \, d\ell = - \int_{\partial \Omega_k} \Lambda \, d\ell.$$

Thus the line integral of the surface current over one segment of $\partial \Omega_k$ is equivalent to the current defined by (7), and the continuity equation is equivalent to Kirchhoff’s law (8).

Suppose there is a surface current between two cells in the $\hat{x}$ direction. This induces a magnetic field in the $\hat{y}$ direction just below the top plate. If the current increases (resp. decreases), then the field will also increase (resp. decrease). By Faraday’s law of induction, this increasing (resp. decreasing) field will induce an electromotive force in the $\hat{x}$ direction (resp. $-\hat{x}$ direction) proportional to $\mu$. This is Kirchhoff’s law (12).
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