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Abstract—We develop a nonparametric method to infer the drift and diffusion functions for a stochastic differential equation. With this method, we can build predictive models starting with data consisting of repeated time series, a subclass of high-dimensional longitudinal data sets. The method is particularly well-suited to the task of forecasting the future density or distribution of the variable being measured. The key innovation in our method stems from efficient algorithms to evaluate a likelihood function and its gradient. These algorithms do not rely on sampling; instead, they use repeated quadrature and the adjoint method to enable the inference to scale well even as the dimensionality of the parameter vector becomes large. In artificial data tests, when the number of sample paths is large, the method does an excellent job of inferring drift functions close to the ground truth. We show that even when the method does not infer the drift function correctly, it still yields models with good predictive power. Finally, we apply the method to real data on hourly measurements of ground level ozone, showing that it is capable of reasonable results.

I. INTRODUCTION

Consider a noisy, time-dependent system with a scalar observable. We define a time series to be a sequence of measurements, at regularly spaced times, of one sample path (or one realization) of the system. Suppose we have access to many sample paths; we observe all of the paths at regularly spaced times, thereby obtaining many time series. Starting with this type of data, we consider two questions:

1) How can we use all of the time series data to infer a fundamental equation of motion?
2) How well does such a model perform in predicting the future distribution of the observable variable?

We frame this problem as a non-parametric inference problem for the drift and diffusion functions of a general stochastic differential equation (SDE):

\[ dX_t = f(X_t)dt + g(X_t)dW_t. \]

Here \( X_t \) is a scalar stochastic process and \( W_t \) is the Wiener process. In this SDE, the drift functions \( f \) and the diffusion function \( g \) are considered to be unknown. We assume we observe (1) at times \( t_j = j\Delta t \) for some fixed time-step \( \Delta t > 0 \), for \( j = 0, \ldots, M \). At each time \( t_j \), we collect \( \nu \) samples of \( X_{t_j} \) and label these samples as \( x_j \in \mathbb{R}^\nu \). We let \( \mathbf{x} = x_0, x_1, \ldots, x_M \) denote all of the collected observations.

Our goal is to use \( \mathbf{x} \) to infer \( f \) and \( g \) from (1). We can then use (1) to predict the future distribution of \( X_t \).

The type of data we have described arises in a diverse set of practical examples: time series measurements of large numbers of neurons [1], bid-ask prices in online auctions [2], or the position of a moving robotic arm [3]. The data we describe can also be viewed as a particular case of longitudinal high-dimensional data, of importance in a variety of biomedical contexts [4], [5].

The crux of our method is an algorithm for the efficient computation of a log likelihood function and its gradient. This likelihood function is the density \( p(\mathbf{x}|\theta) \) under the model (1)—here \( \theta \), the parameter vector in our statistical model, is a vector of Hermite basis expansion coefficients that give finite-dimensional representations of the drift and diffusion functions that we seek to infer. We evaluate the likelihood deterministically, without recourse to sampling-based methods. The mathematical innovation in our work consists of the way in which we evolve densities forward in time. Rather than solve a partial differential equation (e.g., the Fokker-Planck equation), we iteratively apply quadrature to the Chapman-Kolmogorov equation associated with a time-discretization of (1). In this way, we evaluate the Markovian pieces \( p(x_{j+1}|x_j, \theta) \) that make up the overall likelihood. We call our method density tracking by quadrature (DTQ).

While the DTQ method is by itself efficient, what is most relevant for the current nonparametric estimation problem is our ability to combine the DTQ method with the adjoint method to compute the gradient \( \nabla_{\theta} p(\mathbf{x}|\theta) \). The adjoint method enables us to compute this gradient with a computational cost (in time) that does not scale with the dimension of \( \theta \). This is important for nonparametric estimation, because we do not know the dimension of \( \theta \) a priori—indeed, it may be quite large. Of course, we can also apply the methods developed in this paper to parametric inference problems where the functional forms of \( f \) and \( g \) are known. Such problems are much more commonly studied in the literature—see [6]–[8].

Equipped with efficient algorithms to compute the likelihood and its gradient, we use quasi-Newton optimization methods to compute \( \theta \), and by implication, infer the drift \( f \) and diffusion \( g \) functions from data.
Our work is related to but distinct from prior work carried out in both the machine learning and statistics communities. First, nonparametric inference of the drift function for the SDE model (1) has been approached using Gaussian process approximations [9], [10]; it is not immediately clear how well such an approach will carry over to the setting where we have multiple sample paths, each observed on a relatively coarse time scale. In [2], the authors seek to infer an empirical SDE from the type of data just described. However, the class of stochastic differential equations considered there is rather different than the drift-diffusion SDE (1) considered here. The work of [11] also fits the context of using data to infer general stochastic models; here the authors propose a model whose stochastic structure is completely unspecified. In contrast, by constraining the model to be (1), we form a connection to statistical physics, e.g., the Fokker-Planck and Langevin equations. In this framework, our question is; given enough realizations of a stochastic system, how well can we infer its potential function?

Moving outside the SDE framework, there are several approaches to use high-dimensional longitudinal data to build predictive models: a tree-based method [12], methods from functional data analysis [13], and time series methods [3], to name just a few. The purpose of the present work is to introduce and study our method; in future work, we plan to conduct a detailed comparison of our SDE-based method against these other methods.¹

We detail our mathematical methods in Section II, after which we provide brief notes on its R implementation in Section III. In Section IV, we report on several tests of our method using both artificial and real data sets. We show that the method does an excellent job of accurately inferring drift functions in the Hermite context, and we also show that the method can be used to generate predictive models. This is especially true if one is interested in forecasting the future distribution (e.g., the PDF or CDF) of a particular variable. Finally, we apply the method to develop an SDE model for ground level ozone pollution. The model performs reasonably well on a distributional forecasting problem.

II. METHODOLOGY

We assume that \( f \) and \( g \) are square-integrable, i.e., \( f, g \in L^2(\mathbb{R}) \). The Hermite functions \( \{ \psi_i(x) \}_{i=0}^{\infty} \) form an orthonormal basis of \( L^2(\mathbb{R}) \); additionally, we have that any \( \phi \in L^2(\mathbb{R}) \) can be represented as an expansion in Hermite functions,

\[
\phi(x) = \sum_{i=0}^{\infty} c_i \psi_i(x),
\]

where the coefficient \( c_j = \int \phi(x) \psi_i(x) \, dx \). The \( j \)-th Hermite function is defined by

\[
\psi_j(x) = (-1)^j \left( \frac{2^j j! \sqrt{\pi}}{\sqrt{2}} \right) e^{-x^2/2} \frac{d^j}{dx^j} e^{-x^2}.
\]

¹We note that we are committed to making all of our code and data available on a free, open-source repository. To preserve anonymity, we will wait until peer review is complete before uploading and revealing the URL.

For further definitions and properties of the Hermite functions, we refer the reader to [14].

To finite-dimensionalize the inference problem for (1), we expand the unknown functions \( f \) and \( g \) in the Hermite basis and then truncate the expansions:

\[
f(x) \approx \sum_{i=0}^{N_f} \theta_i \psi_i(x) = \tilde{f}(x; \theta)
\]

\[
g(x) \approx \sum_{i=0}^{N_g} \theta_{N_f+i} \psi_i(x) = \tilde{g}(x; \theta).
\]

These approximations of \( f \) and \( g \) induce an approximation of the original SDE (1) by the approximate SDE

\[
dX_t = \tilde{f}(X_t; \theta) \, dt + \tilde{g}(X_t; \theta) \, dW_t.
\]

Properties of the Hermite functions guarantee that both \( \tilde{f} \) and \( \tilde{g} \) and their derivatives are globally bounded. This is sufficient for the existence of a unique solution \( X_t \) of (5); moreover, we are guaranteed that for \( t > 0 \), the random variable \( X_t \) has a density function \( p(x,t) \).

\[ \theta = (\theta_0, \ldots, \theta_{N_f}, \theta_{N_f+1}, \ldots, \theta_{N_f+N_g+1}) \]

The inference problem consists of using the data \( \mathbf{x} \) to compute \( \theta \). We now describe a maximum likelihood framework for doing this.

In Section II-A, we start by explaining the inference method for the case where \( \nu = 1 \), i.e., we have collected only one observation at each point in time \( t_j \). Later, in Section II-C, we discuss the generalization of the method for the case where we have many observations at each point in time (\( \nu > 1 \)).

A. Inference for one time series

We compute the maximum likelihood estimator \( \hat{\theta} \) by minimizing the negative log likelihood of the observed time series given by

\[
- \log \mathcal{L}(\theta) = - \sum_{j=0}^{M-1} \log p_{X_{t_{j+1}}} (x_{j+1} | X_{t_j} = x_j; \theta),
\]

where \( p_{X_{t_{j+1}}} (x_{j+1} | X_{t_j} = x_j; \theta) \) is the conditional density of \( X_{t_{j+1}} = x_{j+1} \) given \( X_{t_j} = x_j \). In our work, we approximate the transition density using a method called density tracking by quadrature (DTQ). The first step of the DTQ method is to discretize (5) in time using the Euler-Maruyama scheme. We select an internal time step \( h \), a small fraction of \( \Delta t \), and set \( hF = \Delta t \) where \( F \in \mathbb{Z} \) and \( F \geq 2 \). Then the Euler-Maruyama discretization gives

\[
\tilde{X}_{j+n/F} = \tilde{X}_{j+(n-1)/F} + \tilde{f}(\tilde{X}_{j+(n-1)/F}; \theta)h + \tilde{g}(\tilde{X}_{j+(n-1)/F}; \theta)h^{1/2} Z_{j+n/F},
\]

for \( n = 1, \ldots, F \). Here \( \{ Z_{j+n/F} \} \) is an i.i.d. family of Gaussian random variables with mean 0 and variance 1. The random variable \( \tilde{X}_{j} \) is intended to approximate \( X_{t_j} \) when the index \( j \) is an integer. When the index \( j \) is not an integer, \( \tilde{X}_{j} \) represents a random variable that interpolates in time between the random variables that have been sampled to give us our data. The idea
now is to approximate \( p_{X_{j+1}}(x_{j+1}|X_j = x_j; \theta) \) in \( 6 \) with \( p_{\tilde{X}_{j+1}}(x_{j+1}|\tilde{X}_j = x_j; \theta) \). Note that when \( n = 1, \tilde{X}_j = x_j \) is the initial value of (7). The Chapman-Kolmogorov equation for the Markov chain (7) is:

\[
p_{\tilde{X}_{j+n/F}}(y|\tilde{X}_j = x_j; \theta) = \int_z p_{\tilde{X}_{j+n/F}}(y|\tilde{X}_{j+n-1/F} = z; \theta) \times p_{X_{j+n-1/F}}(z|\tilde{X}_j = x_j; \theta) \, dz. \tag{8}
\]

Here \( y \) and \( z \) represent any value in the state spaces of the random variables \( \tilde{X}_{j+n/F} \) and \( X_{j+(n-1)/F} \), respectively. Now let \( C_{\theta}^h(y, z) \) denote the probability density function of a Gaussian random variable with mean \( z + f(z; \theta)h \) and variance \( \bar{g}(z; \theta)h^2 \), evaluated at \( y \). From (7) we observe that, for each \( n \in \{1, \ldots, F\} \),

\[
p_{\tilde{X}_{j+n/F}}(y|\tilde{X}_{j+(n-1)/F} = z; \theta) = C_{\theta}^h(y, z), \tag{9}
\]

and (8) becomes

\[
p_{\tilde{X}_{j+n/F}}(y|\tilde{X}_j = x_j; \theta) = \int_z G_{\theta}^h(y, z) p_{\tilde{X}_{j+(n-1)/F}}(z|\tilde{X}_j = x_j; \theta) \, dz. \tag{10}
\]

Since the initial value is \( \tilde{X}_j = x_j \), we can easily see from (7) that

\[
p_{\tilde{X}_{j+1/F}}(y|\tilde{X}_j = x_j; \theta) = C_{\theta}^h(y, x_j). \tag{11}
\]

In other words, for \( n = 1 \) we can write (10) as

\[
p_{\tilde{X}_{j+1/F}}(y|\tilde{X}_j = x_j; \theta) = \int_z G_{\theta}^h(y, z) \delta(z - x_j) \, dz. \tag{12}
\]

We interpret the term on the right-hand side of the above equation as an evolution of the initial density \( p_{\tilde{X}_{j+1/F}}(z) = \delta(z - x_j) \) forward in time by \( h \) units. Note that the conditioning on \( \tilde{X}_j = x_j \) on the left-hand side of (10) leads to a Dirac delta initial condition on the right-hand side. Starting with the initial conditional density given in (11), we can compute (10) iteratively to compute the transition density \( p_{\tilde{X}_{j+n/F}}(y|\tilde{X}_j = x_j; \theta) \). We compute (10) by evaluating the integrals using quadrature. We first truncate the infinite domain of the integral to \((-z^A, z^A)\), and introduce the spatial grid spacing \( k > 0 \) such that \( k = \frac{z^A}{A} \). Let us use superscripts to denote spatial grid locations, for example, \( z^a = ak \) for all \( a \in [-A, A] \). By applying the trapezoidal rule to the right-hand side of (10), we get

\[
p_{\tilde{X}_{j+n/F}}(y|\tilde{X}_j = x_j; \theta) \approx k \sum_{a=A}^{A} C_{\theta}^h(y, z^{a_1}) p_{\tilde{X}_{j+(n-1)/F}}(z^{a_1}|\tilde{X}_j = x_j; \theta). \tag{13}
\]

Let \( kC_{\theta}^h(y^{a_2}, z^{a_1}) \) be the \((a_2, a_1)\) element of a matrix \( K_{(2A+1)(2A+1)} \). We also define the \( a_1\)-th element of the vector \( \tilde{p}_{j+n/F} \) by

\[
\tilde{p}_{j+n/F}^{a_1} = p_{\tilde{X}_{j+n/F}}(y^{a_1}|\tilde{X}_j = x_j; \theta).
\]

Now (13) reduces to matrix-vector multiplication:

\[
\hat{\tilde{p}}_{j+n/F} = K\tilde{p}_{j+(n-1)/F}. \tag{14}
\]

Starting with the initial vector \( \tilde{p}_{j+1/F} \), given by the right-hand side of (12) discretized on the spatial grid, we apply (14) \( F - 1 \) times to get

\[
\hat{\tilde{p}}_{j+1} = K^{F-1}\tilde{p}_{j+1/F}, \tag{15}
\]

where \( \tilde{p}_{j+1} \) is the approximation of the transition density function \( p_{\tilde{X}_{j+1/F}}(y|\tilde{X}_j = x_j; \theta) \) on the spatial grid. To find the value of the transition density at \( y = x_j \) one could use interpolation on \( \hat{\tilde{p}}_{j+1} \). Instead of using interpolation, in our method we first compute \( \hat{\tilde{p}}_{j+(F-1)/F} \) using (14), i.e.,

\[
\hat{\tilde{p}}_{j+(F-1)/F} = K^{F-2}\tilde{p}_{j+1/F}. \tag{16}
\]

Now let us denote the \( a_{F-1} \)-th element of the vector \( \Gamma_{F-1} \) by

\[
\Gamma_{F-1} = kC_{\theta}^h(x_{j+1}, y^{a_{F-1}}).
\]

Therefore, we get

\[
p_{\tilde{X}_{j+1/F}}(x_{j+1}|\tilde{X}_j = x_j, \theta) \approx [\Gamma_{F-1}]^T \hat{\tilde{p}}_{j+(F-1)/F}, \tag{17}
\]

where \( ^T \) denotes transpose. With this computation, we can write down the negative log likelihood in (6) as

\[
-\log \mathcal{L}(\theta) \approx - \sum_{j=0}^{M-1} \log \left( [\Gamma_{F-1}]^T \hat{\tilde{p}}_{j+(F-1)/F} \right).
\]

B. An adjoint-based computation of the gradient

To compute the maximum likelihood estimator of \( \theta \) using a numerical optimization technique, we need to compute the gradient of \(-\log \mathcal{L}(\theta)\) with respect to \( \theta \). In this section we discuss an adjoint-based approach to compute this gradient of the negative log likelihood. Let us first consider (15), which can be written as a system of block matrices to compute \( \tilde{p}_{j+1} = (\tilde{p}_{j+1/F}, \cdots, \tilde{p}_{j+(F-1)/F})^T \) as follows:

\[
\bar{K}\bar{p}_{j+1} = \mathbf{v}_{j+1}, \tag{18}
\]

where \( \mathbf{v}_{j+1} = (\tilde{p}_{j+1/F}^T, \cdots, 0)^T \), and

\[
\bar{K} = \begin{pmatrix}
I & O & O & \cdots & O \\
-K & I & O & \cdots & O \\
O & -K & I & \cdots & O \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
O & O & \cdots & -K & I \\
\end{pmatrix}.
\]

Here \( O \) denotes a zero row vector of the same length as \( \tilde{p}_{j+1/F} \). Also, \( O \) denotes a zero matrix and \( I \) denotes an identity matrix, both with dimension same as that of matrix \( K \).

Therefore, the block matrix \( \bar{K} \) has dimension \((2A+1)(F-1) \times (2A+1)(F-1)\). Now let \( w_{j+1} \) be a vector of length \( \tilde{p}_{j+1} \) such that

\[
w_{j+1} = (0, 0, \cdots, 0, \Gamma_{F-1}^T)^T.
\]
Then we can write the negative log likelihood in (17) as

\[-L(\theta) \approx - \sum_{j=0}^{M-1} \log (w_{j+1}^T \bar{p}_{j+1}).\]

Let us define the Lagrangian as follows:

\[L(\theta) = \sum_{j=0}^{M-1} \left[ - \log (w_{j+1}^T \bar{p}_{j+1}) + \bar{u}_{j+1}^T (\bar{K} \bar{p}_{j+1} - v_{j+1}) \right].\]

Here, \(\bar{p}_{j+1}\) is the state solution from (18) and \(\bar{u}_{j+1}\) is a vector of Lagrange multipliers. Now, by taking the variations of the Lagrangian with respect to \(\bar{u}_{j+1}\) and \(\bar{p}_{j+1}\), we obtain the state equation,

\[L_{\bar{u}_{j+1}}(\bar{p}_{j+1}, \theta, \bar{u}_{j+1}) = \bar{K} \bar{p}_{j+1} - v_{j+1} = 0,\]  \hfill (19)

and the adjoint equation,

\[L_{\bar{p}_{j+1}}(\bar{p}_{j+1}, \theta, \bar{u}_{j+1}) = \frac{w_{j+1}}{w_{j+1}^T \bar{p}_{j+1}} + \bar{K}^T \bar{u}_{j+1} = 0.\]  \hfill (20)

Recall that \(\theta\) is the vector of coefficients in the drift and the diffusion of (5), i.e., \(\theta = (\theta_0, \ldots, \theta_{N_j + N_s + 1})\). We compute the gradient of log likelihood by taking the derivative of the Lagrangian with respect to each \(\theta_i\). Therefore, we get the \(i\)-th element of the gradient vector \(g\) of \(-L(\theta)\) from

\[L_{\theta_i}(\bar{p}_{j+1}, \theta, \bar{u}_{j+1}) = - \sum_{j=0}^{M-1} \bar{p}_{j+1}^T \frac{\partial \bar{u}_{j+1}}{\partial \theta_i} \frac{\partial \bar{K}}{\partial \theta_i} \bar{p}_{j+1},\]  \hfill (21)

where

\[Q = \frac{\partial K}{\partial \theta} \bar{p}_{j+1} \frac{\partial \bar{K}}{\partial \theta} \bar{p}_{j+1} + \bar{K}^T \bar{u}_{j+1} = - \frac{\partial L(\theta)}{\partial \theta_i}.\]  \hfill (22)

We can also rewrite (21) as

\[- \frac{\partial L(\theta)}{\partial \theta_i} = - \sum_{j=0}^{M-1} \bar{p}_{j+1}^T \frac{\partial \bar{u}_{j+1}}{\partial \theta_i} \frac{\partial \bar{K}}{\partial \theta_i} \bar{p}_{j+1} - \frac{\partial \bar{K}}{\partial \theta_i} \bar{p}_{j+1} \bar{K}^T \bar{u}_{j+1} / \bar{K}^T \bar{p}_{j+1} \bar{K} \bar{p}_{j+1} - \frac{\partial \bar{K}}{\partial \theta_i} \bar{p}_{j+1} \bar{K}^T \bar{u}_{j+1} / \bar{K}^T \bar{p}_{j+1} \bar{K} \bar{p}_{j+1} - \frac{\partial \bar{K}}{\partial \theta_i} \bar{p}_{j+1} \bar{K}^T \bar{u}_{j+1} / \bar{K}^T \bar{p}_{j+1} \bar{K} \bar{p}_{j+1} = 0.\]  \hfill (23)

Next we present the algorithm to compute the gradient using the adjoint approach for a given value of \(j\):

1. Given the unknown parameter vector \(\theta\), solve the state/forward problem equation (14) to find \(\bar{p}_{j+1}\). This is same as solving the time evolution system in (15) (equivalent to one PDE solve).
2. Given \(\theta\) and \(\bar{p}_{j+1}\) solve the adjoint equation (20) to find \(\bar{u}_{j+1}\). Again this is same as solving the time evolution system in (24a-24b) (equivalent to one PDE solve).
3. Given \(\bar{p}_{j+1}\) and \(\bar{u}_{j+1}\), solve (23) to compute the gradient \(g\).

C. Inference for many time series

In this section, we reinterpret \(x = x_0, x_1, \ldots , x_M\) as a sequence of vector-valued observations. For each \(s = 1, 2, \ldots , \nu\), the sequence \(x^q_{s}, x^q_{s+1}, \ldots , x^q_{s+M}\) is a scalar time series. With these changes, the negative log likelihood becomes

\[-\log L(\theta) \approx - \sum_{j=0}^{M-1} \sum_{a=1}^{\nu} \log p_{X^q_{s+1}}(x^q_{s+1} | \bar{X}_j) = \{x^q_{s+1}; \theta\}.\]  \hfill (25)

With these changes, the derivation of above negative log likelihood remains the same as explained in Section II-A. The only real change is that when \(\nu > 1\), we use the samples \(\{x^q_{s+1}\}_{s=1}^{\nu}\) of the random variable \(\bar{X}_j\) to estimate the density of \(\bar{X}_j\) as follows:

\[p_{\bar{X}_j}(z) \approx \frac{1}{\nu} \sum_{q=1}^{\nu} \delta (z - x^q_{s+1}).\]  \hfill (26)

This approximation is a density estimate that corresponds to the spatial derivative of the empirical cumulative distribution function of the samples. By logic analogous to (12) in the Section II-A, we can then compute the initial density function \(p_{\bar{X}_{s+1}}(y | \bar{X}_j = \{x^q_{s+1}; \theta\})\) by

\[p_{\bar{X}_{s+1} | \bar{X}_j = \{x^q_{s+1}; \theta\}}(y | \bar{X}_j = x_j, \theta) = \int z G_{\theta}^h(y, z) p_{\bar{X}_j}(z) dy \approx \frac{1}{\nu} \sum_{q=1}^{\nu} G_{\theta}^h(y, x^q_{s+1}).\]  \hfill (27)

We calculate the negative log likelihood by repeatedly applying (8), starting with the initial density given by (27) for \(n = 2\). We make the approximation (26) so that we can evolve the density along each sample path with the same initial condition. Otherwise, we would have to repeat the calculation (17) \(\nu\) times.

Now let us redefine \(\bar{p}_{j+1/F}\) such that its \(a_1\)-th element is (27) evaluated at the spatial grid point \(y = y^a_1\). Then we can use (15) to compute \(\bar{p}_{j+1/F}\). We also redefine \(\Gamma_{F-1}\) to be a matrix of dimension \(\nu \times (2A + 1)\) whose \((a_F, a_{F-1})\) entry is

\[\Gamma_{a_F, a_{F-1}} = k G_{\theta}^h(x^q_{j+s+1}, y^a_{F-1}).\]  \hfill (28)

Note that the superscript in \(x^q_{s+1}\) is used to denote the \(a_F\)-th sample observation taken at time \(t_{j+1}\), where as the superscript
in $y^F$ denote the the spatial grid location. Now with these changes (17) becomes

$$- \log \mathcal{L}(\theta) \approx - \sum_{j=0}^{M-1} \sum_{a_F=1}^{\nu} \log \left( e_{a_F}^T W_{j+1} \bar{p}_{j+1} \right),$$

where $\bar{p}_{j+1}$ comes from (18), and $e_{a_F}$ is the $a_F$-th canonical basis unit vector. Consider a row vector $\gamma_{a_F}$, the $a_F$-th row of the matrix $\Gamma_{F-1}$. Then, each $a_F$-th row of the matrix $W_{j+1}$ consists of the vector $(0, 0, \cdots, 0, \gamma_{a_F})$, where 0 denotes a zero row vector of length $2A + 1$. Note that $W_{j+1}$ is of dimension $\nu \times (2A + 1)(F - 1)$.

Now the Lagrangian is given by

$$L(\theta) = \sum_{j=0}^{M-1} \left[ - \sum_{a_F=1}^{\nu} \log \left( e_{a_F}^T W_{j+1} \bar{p}_{j+1} \right) + \bar{u}_{j+1}^T (\bar{K} \bar{p}_{j+1} - v_{j+1}) \right].$$

As a result, (19) remains the same. However, (20) becomes

$$L(\bar{p}_{j+1}, (\bar{p}_{j+1}, \theta, \bar{u}_{j+1}) = - \sum_{a_F=1}^{\nu} \frac{W_{j+1}^T e_{a_F}}{e_{a_F}^T W_{j+1} \bar{p}_{j+1}} + \bar{K}^T \bar{u}_{j+1} = 0.$$

Let us denote the quantity $e_{a_F}^T W_{j+1} \bar{p}_{j+1}$ by a constant $c_{a_F}$ that depends on $a_F$. Then,

$$\sum_{a_F=1}^{\nu} c_{a_F} \bar{K}^T \bar{u}_{j+1} = 0,$$

which can be solved backward. Equation (21), required to compute the gradient, becomes

$$L(\theta, (\bar{p}_{j+1}, \theta, \bar{u}_{j+1}) = - \sum_{j=0}^{M-1} \sum_{a_F=1}^{\nu} c_{a_F} \bar{K}^T \bar{u}_{j+1}.$$

while (22), required to compute $Q^T$, remains the same. As a consequence of (23) changes while other two terms remain the same. After all of these changes, the algorithm to compute the gradient of (29) remains the same as explained in the section (II-B). There are only two changes to make: (1) in the second step, we compute the adjoint solution by solving the system in (31a-31b) backwards; (2) we compute the gradient using (23) after replacing the first term by $- \sum_{a_F=1}^{\nu} \frac{e_{a_F}^T \bar{p}_{j+1}}{e_{a_F}^T W_{j+1} \bar{p}_{j+1}}$.

### D. Gradient computation

To compute the gradient using the adjoint method, we write the negative log likelihood in (28) as

$$-\mathcal{L}(\theta) \approx - \sum_{j=0}^{M-1} \sum_{a_F=1}^{\nu} \log \left( e_{a_F}^T W_{j+1} \bar{p}_{j+1} \right),$$

where $\bar{p}_{j+1}$ comes from (18), and $e_{a_F}$ is the $a_F$-th canonical basis unit vector. Consider a row vector $\gamma_{a_F}$, the $a_F$-th row of the matrix $\Gamma_{F-1}$. Then, each $a_F$-th row of the matrix $W_{j+1}$ consists of the vector $(0, 0, \cdots, 0, \gamma_{a_F})$, where 0 denotes a zero row vector of length $2A + 1$. Note that $W_{j+1}$ is of dimension $\nu \times (2A + 1)(F - 1)$.

Now the Lagrangian is given by

$$L(\theta) = \sum_{j=0}^{M-1} \left[ - \sum_{a_F=1}^{\nu} \log \left( e_{a_F}^T W_{j+1} \bar{p}_{j+1} \right) + \bar{u}_{j+1}^T (\bar{K} \bar{p}_{j+1} - v_{j+1}) \right].$$

As a result, (19) remains the same. However, (20) becomes

$$L(\bar{p}_{j+1}, (\bar{p}_{j+1}, \theta, \bar{u}_{j+1}) = - \sum_{a_F=1}^{\nu} \frac{W_{j+1}^T e_{a_F}}{e_{a_F}^T W_{j+1} \bar{p}_{j+1}} + \bar{K}^T \bar{u}_{j+1} = 0,$$

Let us denote the quantity $e_{a_F}^T W_{j+1} \bar{p}_{j+1}$ by a constant $c_{a_F}$ that depends on $a_F$. Then,

$$\sum_{a_F=1}^{\nu} c_{a_F} \bar{K}^T \bar{u}_{j+1} = 0,$$

which can be solved backward. Equation (21), required to compute the gradient, becomes

$$L(\theta, (\bar{p}_{j+1}, \theta, \bar{u}_{j+1}) = - \sum_{j=0}^{M-1} \sum_{a_F=1}^{\nu} c_{a_F} \bar{K}^T \bar{u}_{j+1}.$$
III. IMPLEMENTATION

Using R, we have implemented the algorithms described in Section II. Specifically, we have coded functions that take as input a trial value of $\theta$ and the data matrix $x$, and that return as output the penalized objective function (35) and its gradient with respect to $\theta$. We pass these functions to a gradient-based optimizer. In this work, we make use of two R packages for optimization:

1) **nloptr** [15]: this package is an R interface to NLopt, a general-purpose optimization package [16]. From this package, we use the low-storage BFGS method labeled as “NLOPT_LD_LBFGS.” Internally, this method uses a line search method to find an optimal step size once the step direction has been chosen.

2) **trustOptim** [17]: this package implements trust region methods for nonlinear optimization. Essentially, the method finds an optimal step direction once a step size (the trust region radius) has been computed. From this package, we use the SR1 (Symmetric Rank 1) method.

Both of the optimization methods are quasi-Newton methods that seek to numerically approximate the Hessian using previously computed gradients. Such methods are well-suited for our problem: the adjoint method described in Section II enables us to compute the gradient of the log likelihood with computational effort that does not depend on the dimensionality of $\theta$.

Note that though the methods described in Section II are valid for nonparametric inference of both $f$ and $g$, for the present paper, we have implemented the nonparametric inference only for the drift function $f$. In the present implementation, we treat the diffusion function $g$ as parametric; in the results that follow, we treat $g$ as an unknown constant. Preliminary tests indicate that though simultaneous nonparametric inference of both $f$ and $g$ is possible, as one might expect, such inference requires more sample paths than are required for nonparametric of $f$ only. The present code is written entirely in R; the adjoint-based computation of the gradient features a highly intuitive but relatively slow “for” loop over each time series or sample path (from 1 to $\nu$). In future work, we will reimplement this code in either C++ or Scala (in conjunction with Apache Spark), eliminate the sample path bottleneck, and study the nonparametric inference of both the drift and diffusion functions.

IV. RESULTS

A. Hermite inference test

In our first set of tests, we use artificial data generated with known drift and diffusion functions $f$ and $g$. In particular, for each $i \in \{0, 1, 2, 3, 4\}$, we consider (1) with

$$f(x) = \psi_i(x)$$

and a fixed diffusion coefficient $g = 1$. For each resulting SDE, we generate $\nu$ sample paths using the Euler-Maruyama scheme with initial condition $X_0 = 0$. When we step the solution forward in time, we use the fixed time step $h_{\text{EM}} = 10^{-4}$, i.e.,

$$\bar{X}_{n+1} = \bar{X}_n + f(\bar{X}_n)h_{\text{EM}} + g(\bar{X}_n)h_{\text{EM}}^{1/2}Z_{n+1}$$

where $Z_{n+1}$ is an independent sample of a standard Gaussian (mean 0 and variance 1) random variable. Here $\bar{X}_n$ is intended to approximate $X_nh_{\text{EM}}$. We step the solution forward in time until $T = 4$, i.e., until $n = T/h_{\text{EM}}$. However, we retain the solution only at times $t = 0, 1, 2, 3, 4$, i.e., when $n = t/h_{\text{EM}}$. In this way, each sample path we generate consists of the solution of (1) sampled at five points in time, one of which is the initial condition.

For each choice of $f$ given by (36), we generate artificial data sets with $\nu = 100, 1000, \text{and } 10000$ sample paths.

For this problem, the parameter vector $\theta$ consists of coefficients $(\theta_0, \ldots, \theta_{N_f})$ in (4a) together with one coefficient $\theta_{N_f+1}$ that we use to parameterize the unknown (yet constant) diffusion function $g$. In the following set of tests, we set $N_f = 4$. We give the optimizer an initial guess consisting of $\theta_0 = (1, 1, \ldots, 1)$; for each of three values of the penalty parameter $\gamma \in \{0, 50, 500\}$, we run the optimizer to find an inferred parameter vector $\hat{\theta}$. When we run the optimizer, we must choose internal parameters for the DTQ method. We choose an internal DTQ time step of $h = 0.02$, spatial grid spacing $k = h^{0.6}$, and grid truncation $A = 2[\pi/k]^{1.5}$. These parameters are chosen so that the DTQ method preserves the total probability of the density function as it evolves.

Because we generated the artificial data ourselves, we know that the ground truth parameter vector consists of $\theta_0 = 1$, $\theta_5 = 1$, and all other entries of $\theta$ equal zero. In Figure 1, we plot the two-norm error between the inferred and ground truth parameter vectors, i.e.,

$$\|\hat{\theta} - \theta\|_2,$$

as a function of $\nu$, the number of samples. Note that both axes on this plot have been logarithmically scaled. The overall trend is clear: as we feed our algorithm a larger number of sample paths, we obtain estimates that are closer to the ground truth values. We also see that, for this simple test, the penalty term is not necessary; the best performance is achieved by setting $\gamma = 0$. If we isolate the $\gamma = 0$ data points from the plot and fit a least-squares regression line to the log-transformed data, the line has slope $-0.5285$, consistent with an error decay rate of $\nu^{-1/2}$. When the number of sample paths is limited, i.e., $\nu = 100$, it is possible to achieve better performance by setting $\gamma = 50$. Even in this case, the improved inference is observed for some, but not all, choices of $\psi_i(x)$ in (36).

In Figure 2, we focus our attention on the results obtained when $\gamma = 0$ and $\nu = 10000$, i.e., the best results from Figure 1. For each $i = 0, 1, 2, 3, 4$, we plot the true drift function $\psi_i(x)$ (in green) together with the inferred drift function $\hat{f}(x)$ (in red). Using the R function optimHess, we recover the numerical value of the Hessian matrix at the optimal solution $\hat{\theta}$. This numerical Hessian is the observed Fisher information matrix $I(\hat{\theta})$. Let $\theta^{\text{SE}}$ denote the square
Recall that the true value is \( g \). The inferred values of the constant diffusion coefficient \( \hat{\gamma} \) correspond to, respectively, the asterisk, square, triangle, diamond, and circles in Figure 1. In particular, the asterisk, square, triangle, diamond, and circles correspond to, respectively, \( i = 0, 1, 2, 3, 4 \) in (36). Overall, we see that the error decreases as the number of sample paths increases; for the \( \gamma = 0 \) case, a least-squares line has slope \(-0.5285\), consistent with an error rate of \( \nu^{-1/2} \).

Overall, Figure 2 shows excellent agreement between the true and inferred drift functions. When there is disagreement, the true drift function almost always lies between the dotted lines, i.e., between our upper/lower band estimates for \( \hat{\gamma} \).

For this same case (\( \gamma = 0 \) and \( \nu = 10000 \)), we also mention the inferred values of the constant diffusion coefficient \( \hat{\gamma} \). Recall that the true value is \( g = 1 \). For each \( i \), the inferred values are \( 0.993, 1.012, 0.994, 0.986, \) and \( 0.995 \). The standard errors for these estimates—obtained in the same way as above—are \( 0.00762, 0.00636, 0.00873, 0.00936, \) and \( 0.00883 \).

### B. Prediction test

In the next test, we focus our attention on the predictive power of the inferred model. For a particular data set \( x \), we set a window size \( w \geq 2 \). For each \( j \geq 1 \), we then use the windowed data \( \{x_{(j-w+1)}, \ldots, x_j\} \) to train our model, i.e., to run our optimization method and infer a parameter vector \( \hat{\theta} \). We then use this inferred parameter vector in (5). Given the true data vector \( x_j \) as a vector of initial conditions, we step (5) forward in time until we reach the time corresponding to \( x_{j+1} \). Let us label the samples thus obtained as \( \tilde{x}_{j+1} \); we treat these samples as predictions. As a test set comparison, we compute the Kolmogorov-Smirnov distance

\[
E_j = \sup_z |F_{\tilde{x}_{j+1}}(z) - F_{x_{j+1}}(z)|.
\]

Here \( F_y \) stands for the empirical CDF of the samples contained in the vector \( y \).

To see what the test error is like when we know the drift function perfectly, we also use \( \hat{f}(x) = \sin x \) in (5) and compute the error just as above for each \( j \). In what follows, we refer to this as the “control” parameter.

Note that in this test, we do not use the penalty parameter, i.e., we set \( \gamma = 0 \).

As we go through the data set, incrementing \( j \) by 1 and computing the test set error repeatedly, we try to avoid recomputing the parameter vector from scratch. Specifically, the parameter vector \( \theta \) that is obtained using training data that includes \( x_j \) is used as an initial guess when we optimize with training data that includes \( x_{j+1} \). For this test, we use the \texttt{nlopt} optimization package mentioned above. If the optimizer fails to find a minimizer, we restart the optimizer with an initial guess perturbed by uniformly distributed \( U(−0.1, 0.1) \) noise and an initial diffusion coefficient of \( 0.7 \). For the very first initial guess, we take \( \theta = (0, \ldots, 0, 0.7) \). As in the first test, we set \( N_j = 4 \).

For the internal DTQ parameters, we use the same parameters as in Section IV-A, except for the grid truncation level \( A \). We compare two values for \( A \) : \( A_1 = \left[ \pi/k_1 \right. \) and \( \left. = \frac{1}{2} \right] \). For the artificial data generation, we again follow the procedure in Section IV-A. Compared to what we described above, the only differences are that we now take \( T = 50 \) and \( \nu = 100 \); despite the small Euler-Maruyama time step \( h_{EM} \), we still save the solution only at integer times \( t \).

We perform the above test for window sizes \( w = 2, 50, \) and \( w = 50 \). Because \( T = 50, w = 50 \) corresponds to using all available past data to train the model.

We plot the results in Figure 3. The plotted curves lead to four main conclusions. First, there are several test set error curves that stay consistently below 0.15, indicating good agreement between the predicted and true CDFs. This is true in spite of the fact that the true drift function \( f(x) = \sin x \) explicitly violates a assumption made in Section II; in particular, \( f(x) \) is not square-integrable, i.e., \( f \notin L^2 \).

Second, in the DTQ method, we must pay attention to the size of the spatial domain. If we set \( A = A_1 \), it turns out that the spatial domain is too small to preserve the total area under the density curve as it evolves forward in time. As we will see, this leads to unreasonably large estimates of the coefficient vector \( \theta \). Once we set \( A = A_2 \), the method performs far better.

Third, the window size has an insignificant effect on the test set error. The three test set error curves corresponding to \( A = A_2 \) are quite close to one another, even when \( w \) is as small \( (w = 2) \) or as large \( (w = 50) \) as possible.

The fourth conclusion is perhaps the most interesting one: the seemingly ideal case in which \( f(x) = \sin x \) leads to rather poor test set error, as we can see from the control curve. We hypothesize that because the number of sample paths is fairly small \( (\nu = 100) \), the artificial data we have generated may at times be more consistent with a drift function \textit{other} than \( f(x) \). In Figure 4, we have plotted five drift
functions: the true drift $f(x)$ together with four inferred drifts corresponding to the $j = 50$ points in Figure 3. The $A = A_1$ case leads to unreasonably large coefficients, which we see immediately in the plot. The $A = A_2$ cases lead to perfectly reasonable drift functions, only one of which bears much resemblance to $f(x) = \sin x$. Overall, we are encouraged by the fact that our method can pick out predictive models from the data even when the inference is far from the ground truth.

C. Real data test

Our final test involves real data obtained from the California Air Resources Board [18]. Specifically, we obtained data consisting of hourly measurements of ground level ozone (in parts per million) conducted daily at numerous sites across California in the years 2010-2011. We first narrowed our scope to 25 sites in the San Joaquin Valley. For these sites, we treated each day as a separate time series with 24 points. When fewer than 24 were available, we used linear interpolation to impute missing points; however, this procedure was only applied if the time series had at least 16 points to begin with.

In this way, we formed a data set consisting of $\nu = 16675$ sample paths, each with 24 points. To allow us to use a large spatial grid spacing in the DTQ method, we multiplied each ozone level by a factor of 10. We then applied our inference method to this data set.

The specific DTQ parameters used are: $h = 0.02$, $k = h$, and $A = \left\lceil 0.5/k^{1.5} \right\rceil$. As before, we take $N_f = 6$.

As one might expect, with a real data set, the objective function required penalization in order to yield reasonable results. We chose a penalty parameter of $\gamma = 50$ based on several trials.

We fit the model using the first 6 hours worth of data, i.e., a window size of $w = 6$. The drift function together with upper/lower standard error bands is displayed in Figure 5.

For this test, the inferred diffusion coefficient is $\hat{g} = 0.141$. Note that when running using the nloptr optimization package for this test, we have set a lower bound of $\sqrt{k}$ for the component of $\theta$ that corresponds to $g$. We set this lower bound for the following reason: as the diffusion function approaches zero at a particular point, it becomes impossible to resolve the Gaussian kernel $G_\theta^k$ on a spatial grid with fixed
As expected, the errors increase as we get further away from the last data point used to build the model. Please note that to convert the errors in the mean to parts per million, we must divide by $10^6$; we believe the resulting errors indicate reasonable agreement between predictions and reality.

V. Conclusion

In this paper, we have developed a new nonparametric method to infer the drift and diffusion functions for a stochastic differential equation. We have demonstrated through three tests that the method has the capability to succeed. There are three main future directions that we plan to pursue. First, we have only explored the Hermite function basis in this work and we believe other bases may yield better results for particular data sets. Second, we have not yet tested the method on inference problems where we seek a non-constant diffusion function $g(x)$. Third, we plan to seek out improved methods to find optimal values of the penalization parameter $\gamma$. All of these tasks will be enabled by porting computationally intensive parts of our algorithm to a compiled language, a task we have already begun.
Fig. 5. The inferred drift $f(x)$ for hourly ozone levels in the San Joaquin Valley, together with upper/lower standard error bands.
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