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Example SDSS Schema

Sloan Digital Sky Survey (SDSS)
PhotoPrimary table: 509 attributes!

Weijie Zhao, Yu Cheng, and Florin Rusu Vertical Partitioning for Query Processing over Raw Data



Example SDSS Data in CSV Format
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Example SQL Query on SDSS

SELECT TOP 10 P.ObjID

FROM PhotoPrimary AS P JOIN Neighbors AS N ON P.ObjID = N.ObjID

JOIN PhotoPrimary AS L ON L.ObjID = N.NeighborObjID

WHERE P.ObjID < L. ObjID AND

abs((P.u-P.g)-(L.u-L.g))<0.05 AND

abs((P.g-P.r)-(L.g-L.r))<0.05 AND

abs((P.r-P.i)-(L.r-L.i))<0.05 AND

abs((P.i-P.z)-(L.i-L.z))<0.05

Workload of 1 million queries uses only 74 out of 509
attributes!
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Problem Statement

Raw data processing with partial loading

Given a dataset in some raw format, a query workload, and a
limited database storage budget, find what data to load in the
database such that the overall workload execution time is
minimized.

Accessing data from the database is clearly optimal in the
case of workloads with tens of queries.

Datasets are extremely large nowadays. Full data replication
requires significant amount of storage and takes a
prohibitively long time.

Only a small portion of attributes are heavily used in most
queries.
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Related Work

Raw data processing

External tables (MySQL, Oracle)
Cached in memory on a query-by-query basis (NoDB,
DataVaults, SDS/Q, RAW, Impala)
Loading (adaptive partial loading, invisible loading,
SCANRAW)

Vertical partitioning

Top-down transaction-level algorithm (Chu et al.)
Top-down heuristics (Agrawal et al., Navathe et al.)
Bottom-up algorithms (Grund et al., Hammer et al., Hankins
et al., Jindal et al., Papadomanolakis et al.)
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Contributions

We provide a linear mixed integer programming optimization
formulation that we prove to be NP-hard and inapproximable.

We design a two-stage heuristic that combines the concepts of
query coverage and attribute usage frequency. The heuristic
comes within close range of the optimal solution in a fraction
of the time.

We extend the optimization formulation and the heuristic to a
restricted type of pipelined raw data processing.

We evaluate the performance of the heuristic and the
accuracy of the optimization formulation over three real data
formats: CSV, FITS, and JSON.
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Query Processing over Raw Data

Disk

READ

line

WRITE
column

chunk

Tokenize

page

Parse

EXTRACT

Query Engine

chunk
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Workload

A1 A2 A3 A4 A5 A6 A7 A8

Q1 X X
Q2 X X X X
Q3 X X X
Q4 X X X
Q5 X X X X X
Q6 X X X X X X X

Suppose B = 3, i.e., we can load 3 attributes.
What columns to choose?
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Mixed Integer Programming Formulation: Variables

Variable Description
rawi ; i = 0,m read raw file at query i
tij ; i = 0,m, j = 1, n tokenize attribute j at query i
pij ; i = 0,m, j = 1, n parse attribute j at query i
readij ; i = 1,m, j = 1, n read attribute j at query i from

processing format
savej ; j = 1, n load attribute j in processing

format
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Mixed Integer Programming Formulation: Parameters

Parameter Description
|R| number of tuples in relation R
SRAW size of raw file
SPFj , j = 1, n size of attribute j in processing format
B size of storage in processing format
bandIO storage bandwidth
Ttj , j = 1, n time to tokenize an instance of attribute j
Tpj , j = 1, n time to parse an instance of attribute j
wi , i = 1,m weight for query i
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MIP Formulation

minimize Tload +
m∑
i=1

wi · Ti subject to constraints:

C1 :
n∑

j=1

savej · SPFj · |R| ≤ B

C2 : readij ≤ savej ; i = 1,m, j = 1, n

C3 : savej ≤ p0j ≤ t0j ≤ raw0; j = 1, n

C4 : pij ≤ tij ≤ rawi ; i = 1,m, j = 1, n

C5 : tij ≤ tik ; i = 0,m, j > k = 1, n − 1

C6 : readij + pij = 1; i = 1,m, j = 1, n, Aj ∈ Qi
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Objective Function

Tload =raw0 ·
SRAW
bandIO

+

|R| ·
n∑

j=1

(
t0j · Ttj + p0j · Tpj + savej ·

SPFj
bandIO

)
Ti =rawi ·

SRAW
bandIO

+

|R| ·
n∑

j=1

(
tij · Ttj + pij · Tpj + readij ·

SPFj
bandIO

)
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Computational Complexity

Definition (k-element cover)

Given a set of n elements R = {A1, . . . ,An}, m subsets
W = {Q1, . . . ,Qm} of R, such that

⋃m
i=1Qi = R, and a value k ,

the objective in the k-element cover problem is to find a size k
subset R ′ of R that covers the largest number of subsets Qi , i.e.,
Qi ⊆ R ′, 1 ≤ i ≤ m.

Definition (minimum k-set coverage)

Given a set of n elements R = {A1, . . . ,An}, m subsets
W = {Q1, . . . ,Qm} of R, such that

⋃m
i=1Qi = R, and a value k ,

the objective in the minimum k-set coverage problem is to choose
k sets {Qi1 , . . .Qik} from W whose union has the smallest

cardinality, i.e.,
∣∣∣⋃k

j=1Qij

∣∣∣.
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Reduction

Algorithm 1 Reduce k-element cover to minimum k ′-set coverage

Input: Set R = {A1, . . . ,An} and m subsets W = {Q1, . . . ,Qm}
of R; number k ′ of sets Qi to choose in minimum set coverage

Output: Minimum number k of elements from R covered by choos-
ing k ′ subsets from W

1: for i = 1 to n do
2: res = k-element cover(W , i)
3: if res ≥ k ′ then return i
4: end for

The MIP formulation is NP-hard and cannot be approximated
unless NP-complete problems can be solved in randomized
sub-exponential time.
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Heuristic Algorithm: Query Coverage

Input: Workload W = {Q1, . . . ,Qm}; storage budget B
Output: Set of attributes {Aj1 , . . . ,Ajk} to be loaded in processing

representation

1: attsL = ∅; coveredQ = ∅
2: while

∑
j∈attsL SPFj < B do

3: idx = argmaxi 6∈coveredQ

{
cost(attsL)−cost(attsL∪Qi )∑

j∈{attsL∪Qi\attsL}
SPFj

}
4: if cost (attsL)− cost (attsL ∪ Qidx) ≤ 0 then break

5: coveredQ = coveredQ ∪ idx

6: attsL = attsL ∪ Qidx

7: end while
8: return attsL
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Example: Query Coverage

A1 A2 A3 A4 A5 A6 A7 A8

Q1 X X
Q2 X X X X
Q3 X X X
Q4 X X X
Q5 X X X X X
Q6 X X X X X X X

B = 3

1. In the first step, only queries Q1, Q3, and Q4 are considered for
coverage, due to the storage constraint.
2. While the same objective function value is obtained for each
query, say, we choose Q1 since it uses less storage budget.
3. Now we have already chosen {A1,A2}. No other query can be
covered in the given storage budget.
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Heuristic: Attribute Usage Frequency

Input: Workload W = {Q1, . . . ,Qm} of R; storage budget B; set
of loaded attributes saved = {As1 , . . . ,Ask}

Output: Set of attributes {Ask+1
, . . . ,Ask+t

} to be loaded in pro-
cessing representation

1: attsL = saved
2: while

∑
j∈attsL SPFj < B do

3: idx = argmaxj 6∈attsL {cost (attsL)− cost (attsL ∪ Aj)}
4: attsL = attsL ∪ idx
5: end while
6: return attsL
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Example: Attribute Usage Frequency

A1 A2 A3 A4 A5 A6 A7 A8

Q1 X X
Q2 X X X X
Q3 X X X
Q4 X X X
Q5 X X X X X
Q6 X X X X X X X

B = 3, attsL = {A1,A2}

A4 is chosen as the remaining attribute to be loaded since it
appears in five queries, the largest number between unloaded
attributes.
attsL = {A1,A2,A4}
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Heuristic: Put It All Together

Given a storage budget B, Query coverage is invoked first.
Attribute usage frequency takes as input the result
produced by Query coverage and the unused budget ∆q.

Instead of invoking these algorithms only once, with the given
storage budget B, we consider a series of allocations. B is
divided in δ increments.

Each algorithm is assigned anywhere from 0 to B storage, in δ
increments. A solution is computed for each of these
configurations. The heuristic algorithm returns the solution
with the minimum objective.

The increment δ controls the complexity of the algorithm.
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Query Processing over Raw Data: Pipeline Processing
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Pipeline Processing

The extraction stage and reading can be overlapped:

T pipe
i =|R| ·

n∑
j=1

readij ·
SPFj
bandIO

+

max

rawi ·
SRAW
bandIO

, |R| ·
n∑

j=1

(
tij · Ttj + pij · Tpj

)
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MIP for Pipeline

We have to add/modify constrains to linearize our formulation:

C7 : cpui + ioi = 1; i = 1,m

C8−10 : cpu.x + io.x = x ; x ∈ {rawi , tij , pij}
C11−13 : cpu.x ≤ cpui ; i = 1,m

C14−16 : io.x ≤ ioi ; i = 1,m
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IO-Bound and CPU-Bound Threshold

PT =


SRAW
bandIO

− |R| ·
∑n

j=1 Ttj

|R|·
∑n

j=1 Tpj

n


PT gives the number of attributes that can be parsed in the time
required to access the raw data.

C17 :
n∑

j=1

pij − PT < cpui · n; i = 1,m

C18 : PT−
n∑

j=1

pij ≤ ioi · n; i = 1,m
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Linearize Objective Function

After adding (m + n ·m) variables and (4m + 6n ·m) constraints,
we obtain the linear formulation.

Ti =io.rawi ·
SRAW
bandIO

+ |R| ·
n∑

j=1

readij ·
SPFj
bandIO

+

|R| ·
n∑

j=1

(
cpu.tij · Ttj + cpu.pij · Tpj

)
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Heuristic for Pipeline

Observation

If an IO-bound query is not covered in the Query coverage
section of the heuristic, its contribution to the objective function
cannot be improved since it cannot be completely covered by
Attribute usage frequency.

Based on this observation, the only strategy to reduce the cost is
to select attributes that appear in CPU-bound queries. We enforce
this by limiting the selection of the attributes considered in
Attribute usage frequency to those attributes that appear in at
least one CPU-bound query.
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Comparison between the Two Heuristic Stages
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Experimental Evaluation

Serial Pipelined
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Model Validation

0 4 8 12 16 20 24 28 32
0.0E+0

4.0E+2

8.0E+2

1.2E+3

1.6E+3

2.0E+3
real model

Query workload

E
xe

cu
ti

o
n

 t
im

e 
(s

ec
o

n
d

s)

Serial CSV

0 4 8 12 16 20 24 28 32
0E+0

4E+2

8E+2

1E+3

2E+3
real model

Query workload

E
xe

cu
ti

o
n

 t
im

e 
(s

ec
o

n
d

s)

Serial FITS

0 4 8 12 16 20 24 28 32
0E+0

2E+4

4E+4

6E+4

8E+4

1E+5
real model

Query workload

E
xe

cu
ti

o
n

 t
im

e 
(s

ec
o

n
d

s)

Pipelined JSON

Weijie Zhao, Yu Cheng, and Florin Rusu Vertical Partitioning for Query Processing over Raw Data



Outline

1 SDSS Data and Queries

2 Problem Statement

3 MIP Formulation

4 Heuristic Algorithm

5 Pipeline Processing

6 Experiments

7 Conclusions

Weijie Zhao, Yu Cheng, and Florin Rusu Vertical Partitioning for Query Processing over Raw Data



Conclusions

We study the problem of workload-driven raw data processing
with partial loading.

We provide a linear mixed integer programming optimization
formulation that we prove to be NP-hard and inapproximable.

We design a two-stage heuristic that combines the concepts of
query coverage and attribute usage frequency.

We extend the optimization formulation and the heuristic to a
restricted type of pipelined raw data processing.

We evaluate the performance of the heuristic and the
accuracy of the optimization formulation over three real data
formats: CSV, FITS, and JSON.

The results confirm the superior performance of the proposed
heuristic over related vertical partitioning algorithms and the
accuracy of the formulation in capturing the execution details
of a real operator.
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Thank you!
Questions?
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