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Chem 115
Instrumental Analysis and Bioanalytical Chemistry

Lecture 2:  Concepts and analysis



2-2

What’s in this lecture?

• Significant figures

• Statistical analysis
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Rules for significant figures
1. Report all significant figures, such that the only the 

last digit is uncertain.

2. Reject all other uncertain digits, rounding in the 
process.

3. For addition and subtraction, round off after the 
largest absolute uncertainty.

4. For multiplication and division, the number of sig. figs. 
is determined by the value with the smallest number 
of sig. figs.

5. For logarithms, the mantissa has the same number of 
sig. figs. as the original number.

6. For a series of operations, keep track of the sig. figs, 
and round at the end.
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Accuracy vs. Precision
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Accuracy vs. Precision
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Accuracy vs. Precision
% Analyte

Analyst 1 Analyst 2 Analyst 3 Analyst 4
Sample 1 10.0 8.1 13.0 13.0
Sample 2 10.2 8.0 10.2 8.0
Sample 3 10.0 8.3 10.3 7.9
Sample 4 10.2 8.2 11.1 12.4
Sample 5 10.1 8.0 13.1 10.3
Sample 6 10.1 8.0 9.3 9.0

Mean 10.1 8.1 11.2 10.1
Error 0.0 -2.0 1.1 0.0

Std. Dev. 0.089 0.13 1.57 2.2

True value = 10.1 ± 0.2%
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Types of errors

• Determinate or systematic
• Faults with procedure or instrument.
• All measurements shifted in 1 

direction.
• Constant vs. proportional.

• Indeterminate or random
• Due to limitations with instruments 

and/or noise.
• Sources cannot be prevented, 

corrected, avoided, or even identified.
• Random, can be taken into account.
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Systematic errors
• Constant errors

• Measurement off by same absolute 
amount.

• Generally due to instrument not 
zeroed correctly.

• Proportional errors
• Measurement off by same 

proportional amount.
• Generally due to poor calibration over 

measurement range.

• Drift - measurement changes over time
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Sources of systematic errors

• Analyst error

• Reagents

• Instrumentation

• Method

• Contamination
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Random errors
• Always present in measurements.

• Overcome by taking many 
measurements.

• Approximately follow a normal 
distribution.
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Statistics
• True value: T or xt

• Observed value: xi

• Sample mean: 

• Error: xi - xt

• Absolute error: |xi - xt|

• Relative error: (xi - xt)/xt

• Relative absolute error: |xi - xt|/xt

• Sample standard deviation:
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Sample mean vs. population mean

In reality, x    µ rapidly after 20-30 
measurements
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Sample standard deviation vs. 
population standard deviation

• 68.3% of values lie within 1σ of µ

• 95.5% of values lie within 2σ of µ

• 99.7% of values lie within 3σ of µ
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Student’s t statistic
Measure of how confident we are the 

population mean lies within a certain range.
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Student’s t table

Degrees of freedom = N-1
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A word of caution...
Two sided One sided
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A word of caution...

Two sided One sided
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Comparing two means
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Comparing precision
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Rejecting results
1. Carefully reexamine all data, procedures 

and observations to determine if a gross 
error could be the cause.

2. Estimate the precision to check if the 
outlier is questionable.

3. Repeat the analysis if sample and time 
are available.

4. Apply Q test to determine if the outlier 
can be rejected on statistical grounds.

5. Consider reporting median instead of 
mean. 
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Q-test

If Qexp > Qcrit, reject xo
# of observations 90% conf. 95% conf 99% conf

3 0.941 0.970 0.994

4 0.765 0.829 0.926

5 0.642 0.710 0.821

6 0.560 0.625 0.740

7 0.507 0.568 0.680

8 0.468 0.526 0.634

9 0.437 0.493 0.598

10 0.412 0.466 0.568
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Example Time...
% Analyte

Analyst 1 Analyst 2 Analyst 3 Analyst 4
Sample 1 10.0 8.1 13.0 13.0
Sample 2 10.2 8.0 10.2 8.0
Sample 3 10.0 8.3 10.3 7.9
Sample 4 10.2 8.2 11.1 12.4
Sample 5 10.1 8.0 13.1 10.3
Sample 6 10.1 8.0 9.3 9.0

Mean 10.1 8.1 11.2 10.1
Std. Dev. 0.089 0.13 1.57 2.2


