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Knowledge and Concept Learning

It has been remarked of sophisticated computer data bases that “everything is deeply
intertwingled” (Nelson, 1987). This observation aso applies epecialy well to concept learning by
humans. Conceptua knowledge has a highly interrelated nature. What a person learns about a new
category is greatly influenced by and dependent on what this person knows about other, related
categories.

For example, imagine two people who are learning to drive amanud transmisson

automobile. In effect, these people are learning about a new concept, manud transmisson cars.

Say that one person has had many years of experience driving cars with automatic transmissions,
and the other person has never driven acar before. Thefirst person’s learning will be facilitated

greatly by previous knowledge of the category automatic transmisson cars, so that this person will

be able to quickly find and operate the steering whedl, brakes, radio, etc. inthe new car. Yet this
prior knowledge would not be of much help as this person is learning about how to shift gearsin
manud transmisson cars.  In fact, dl of this experience with automatic transmissons might make it
especidly difficult to learn to operate amanua transmission. Now imagine the Stuation of the
second person, who has never driven before. Overal, this person will probably learn very dowly
compared to the first person, because of this person’s lack of relevant prior knowledge. This
second person’s learning will likely be a drawn-out process with much trid-and-error practice
involved. On the postive side, though, the second person might have some advantage over the first
person in learning how to shift gears, because the second person would not have to overcome
negative transfer from experience with automatic transmissons.

As another example, imagine that you are an explorer visiting aremote idand, with the
purpose of writing a book about the people that you see there. Y ou bring to thisidand many forms
of prior knowledge that will guide you in learning about these new people. For example, based on
your experiencesin other places, you would expect to see maes and females, younger and older
people, shy people and arrogant people. Y ou would aso have certain hypotheses at amore
abgtract level, for example, that the clothes that someone wears may be related to the person’s age
and gender. (Goodman, 1955, referred to such abstract hypotheses as overhypotheses.) Inaway,
these biases due to previous knowledge might seem to be undesirable. After dl, wouldn’t be it be
better to be a detached, unbiased observer? However, such biases can make learning much more
efficient. Without any prior expectations about what the important categories are on this new idand,
you would likely spend too much time on unimportant informeation. For example, you might spend
the first month of your visit categorizing people in terms of whether they have smal ears or large



Knowledge and Concept Learning

ears, and the second month trying to notice the relation between ear sSze and how fast people walk.
Without the guidance of your prior knowledge, you could spend an interminable amount of time
trying to learn about dl the possible categories and the relations among categories. Clearly, some
use of prior knowledge of old categories would be critica in learning about the new categories on
thisidand. (SeeKaeil, 1989, and Peirce, 1931-1935, for related arguments.)

The past decade has been an exciting time for categorization research. Our understanding
of the “intertwingledness’ or interrelatedness of concept learning has been building steadily. There
are numerous Situations, such as learning about new objects (like manua transmisson cars) or
vigting new locations (whether they are new idands or just new restaurants) in which category
learning isinfluenced by what is dready known. This chapter will review the experimenta evidence
for the claim that concept learning depends heavily on prior knowledge, and describe the different
ways that prior knowledge has an influence. Furthermore, this chapter will discuss current modds
of categorization and concept learning with the aim of improving these models to address the
important influences of prior knowledge. Findly, inductive reasoning and memory, cognitive abilities
that are closely related to categorization, will be discussed in terms of effects of background
knowledge.

Theoretica Arguments

The semina paper concerning knowledge effects on concept learning was written by

Murphy and Medin (1985). They contrasted two approaches to describing concept learning, which
they referred to as Smilarity-based and theory-based. According to smilarity-based approaches,

there isa ample way to tell whether something belongs to a particular category: Y ou assessthe
amilarity between the item and what is known about the category (see dso Rips, 1989). The more
gmilar item X isto what is known about category C, the more likely you will place X in category C.
This similarity-based approach does appear to be areasonable idea, and it is congstent with severa
existing accounts of how people learn about categories. For example, take a tandard prototype
account (Hampton, 1993; Rosch & Mervis, 1975) of how you might learn about a category such as
anove kind of bird. Y ou would observe members of this species of bird, and remember typica
features or characterigtics of these birds. These features would be summarized as a prototype,

representing the average member of the species (e.g., light brown, fourteen-inch wingspan, livesin
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tree-tops). To judge whether another bird belongs to this species, you would evauate the smilarity
between this bird and the prototypica list of festures.

Murphy and Medin argued that athough a smilarity-based gpproach to categorization may
be areasonable gart, it will ultimately prove to beincomplete. Asillugtrated by the earlier example
of the explorer vigting an idand, there may be so much information available that it will be difficult to
smply observe and remember everything. A category learner needs some congtraints or biases on
what to observe. A related point is that the learner needs to figure out how to describe observations
in terms of features. Except perhaps in nature books, birds do not come aready labeled with tags
such as“light brown” and “livesin tree-tops.” Such descriptions are inferred and gpplied by the
learner. In addition, people have knowledge about the causd relations between these features, that
would not be captured by afeature list. For example, it is reasonable to expect that smaler birds
will tend to live closer to the ground and larger birds would be more likely to live in tree-tops,
because larger birds can better sustain exposure to wind and severe wegther.

These critica influences of knowledge are not explained by similarity-based gpproaches,
Murphy and Medin argued. In contrast, theory-based approaches would consider peopl€’ s
knowledge about the world, including their intuitive theories about wheat features are important to
observe and how they are rdated to each other. The Murphy and Medin article did not propose a
particular theory-based model of categorization so much asto lay out the chalenges that researchers
would face in developing a more complete account of categorization that addresses the influences of
knowledge. Much of the categorization research published after Murphy and Medin (1985) has
presented experimenta evidence for, and more detailed empirical accounts of, knowledge effects on
concept learning. Also, some work has begun to develop more complete models of categorization
that address some of the issues raised by Murphy and Medin. The next two sections of this chapter
will review the empiricad work on knowledge and concept learning, and the following section will

discuss categorization mode s that address these experimenta results.

Experimental Evidence for Specific Influences of Knowledge

At this point, there is quite a bit of amassed evidence on ways that knowledge influences
category learning. Before describing this evidence in detall, it is possible to draw some
generdizations about what is known. Perhaps the most fundamenta generdization isthat in learning
about new categories, people act asif these categories will be consstent with previous knowledge.
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People seem to act with economy, so that previous knowledge structures are reused when possible.
This generdization is gpparent in afew different ways. In generd it is easier to learn anew category
when it is Similar to a previoudy-known category, asin the earlier example of learning about manua
transmission cars. Also, peopl€e' s bdiefs about new categories include their knowledge from other
categories; in effect, there is leakage from one category to another. Likewise, peopl€ s Srategiesin
learning new categories are consistent with their beliefs about other categories. For example, an
explorer’ s srategies in studying people on anew idand would reflect what the explorer knows
about the socid dtructure of other places. In the following sections, four different kinds of
experimenta results will be described, indicating different effects of prior knowledge.

Integration Effects

One of the basic influences of prior knowledge on the learning of new categoriesis
integration of prior knowledge with new observations (Heit, 1994). That is, the initia representation
of anew category is based on prior knowledge, and this representation is updated gradually as new
observations are made. For example, imagine that you are walking through some forest for the first
time. A nearby forest has large and aggressive birds, so you initialy expect the samein the new
forest. However, most of the birds you first see are smdl and unaggressive. As you observe more
birds, you gradudly revise your bdliefsto reflect the loca conditions. After just afew observations,
your beliefs about the new category of birds might represent an average of your prior knowledge
and what you observe. With an even larger number of observations, your beliefs modtly reflect the
data from the new forest (smal and unaggressive birds) rather than your previous beliefs based on

the other forest (large and aggressive). This processis smilar to an anchor-and-adjust method of

egtimation, which Tversky and Kahneman (1974) have argued is awidespread form of reasoning.
Also, this processis Smilar to Bayesan datistica procedures for estimation, in which an initia
estimateis revised as new data are encountered (Edwards, Lindman, & Savage, 1963; Raiffa&
Schlaifer, 1961).

Recent experiments by Heit (1994, 1995) obtained results that are congstent with an
integration account. Instead of being brought to aforest, the subjects in these experiments were
shown descriptions of people in afictiond city. Helt assessed subject’sinitid beliefs about the city
aswdl asther beliefs after they observed members of categories from thiscity. For example, the
subjects learned about a category of joggers. Initialy, subjects expected that about 75% of these

joggers would own expensive running shoes. Some subjects then saw descriptions of joggers such
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that 75% did own expensive running shoes, whereas other subjects saw other proportions (0%,
25%, 50%, 100%) of joggers with expensive running shoes. Intheir fina judgments, subjects acted
asif they were taking aweighted average of the expected proportion of joggers with expensve
running shoes and the observed proportion. For example, subjects who observed 75% expensive
running shoes continued to make judgments of about 75%. Subjects who observed only 25%
running shoes ultimately made judgments of about 50%. Furthermore, Heit found that subjects who
were given alarger number of descriptions of people in the city tended to discount their prior
knowledge more, again consstent with the integration account. (For further experimenta evidence
of integration effects, see Hayes and Taplin, 1992, 1995.)

Clinica psychologists sometimes show similar anchoring effectsin their categorizetions, or
diagnoses, of patients (see Mumma, 1993, for areview). Clinicians often show suggestion effects,
S0 that their diagnoses represent an integration of their previous knowledge and their own
observations. A typica source of suggestion effects would be a diagnosis made by a colleague.

For example, aclinician might categorize a patient as having borderline persondity disorder if
another dinician has previoudy reported this diagnoss, even if the patient’ s symptoms would fit with
anumber of other disorders aswell. Here, the previous clinician’s analysis of the patient serves as
an anchor or initid representation when the new clinician learns about the patient.

A critical aspect of integration effectsistheinitid category representation that people
assemble based on prior knowledge. Ward (1994) has developed a technique for studying these
initid representations. Thiswork sheds light on how people borrow information from related
categories as they begin learning about a new category. Ward' s task placed people in a cregtive
gtuation in which they imagined the members of new categories. For example, subjects were asked
to draw pictures of animas that might gppear on another planet. These imagined animas were very
likely to have familiar gppendages such asarms, legs, or wings, and to have sense organs such as
eyesand ears. Conggtent with the idea of integration, Ward concluded that these initial category
representations contained a greet ded of pecific, borrowed information from established categories
of animals on Earth.

Sdective Weighting Effects
Severd researchers (Keil, 1989; Murphy & Medin, 1985; Murphy & Wisniewski, 1989)
have argued that sdlective weighting effects of prior knowledge are critical in category learning. That

iS, previous knowledge leads us to sdectively attend to certain festures or certain observations
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during concept learning, thereby narrowing the space of hypothesesto be consdered. Inthe earlier
example, an explorer could have used previous knowledge to focus on the relation between age and
clothing rather than the relation between ear size and speed of walking. Without such selective
weighting of relevant information, concept learning would be very dow and difficult.

Pazzani (1991) investigated the issue of sdlective attention by teaching subjects about
categories of balloons. Subjects were ingtructed either to learn a category of baloons that inflate or
to learn a category that was smply labeled “Alpha” A pretest showed that subjects expected that
gretching a balloon would facilitate inflation and that adults would be more successful than children
a inflation. 1t was assumed that subjects in the Inflate conditions (but not in the Alpha conditions)
would be influenced by their prior knowledge of whet it tekesto inflate abaloon. The stimuli in this
experiment were pictures of personswith baloons. The pictures varied on four dimensions. adult or
child, stretched baloon or baloon dipped in water, yelow or purple baloon, and smdl or large
baloon. In some conditions of this experiment, the Inflate (or Alpha) category was defined by a
disunctive rule: These balloons must be stretched or inflated by an adult. Note thet thisruleis
relevant to subjects knowledge about inflating balloons. Pazzani found that category learning was
much fagter in the Inflate condition than in the Alpha condition. This result may be explained by
subjectsin the Inflate conditions paying specid attention to the age and dretching features. Prior
knowledge about these relevant features would be helpful because the concept was defined in terms
of age and sretching.

Severd other researchers have obtained results that they explained in terms of sdlective
weighting (eg., Hayes & Taplin, 1992, 1995; Keleman & Bloom, 1994; Medin, Wattenmaker, &
Hampson, 1987; Murphy & Wisniewski, 1989; Wisniewski, 1995). For example, Medin et d.
(1987) used a sorting task to study how people construct categories. Medin et a. found that when
people sorted items into groups, they were especidly likely to be influenced by pairs of dimensions
that were causdlly related according to prior knowledge. For example, in sorting medical patients
who were described by severd symptoms, subjects were likely to sort on the basis of a pair of
related symptoms such as dizziness and earache, presumably because these dimensions were given
extraweight. Conddering the theoretica arguments by Keil (1989), Murphy and Medin (1985),

and Peirce (1931-1935), it does seem plausible that sdlective weighting due to previous knowledge
isacentral part of category learning.
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Feature Interpretation Effects

Another important influence of prior knowledge on learning is to help people interpret and
represent what they observe. Psychologists such as Asch (1946) made this point with stimuli that
describe persondity traits. According to Asch’s change of meaning hypothes's, a feature such as
“intdligent” would be interpreted differently in the sentences “ Saraiis friendly and intdlligent” and
“Mary isruthlessand intelligent.” Sara sintdligence is of a quite adifferent kind than Mary’s,
because friendly or ruthless lead usto interpret intdligent differently (but see N. H. Anderson, 1991,

for an argument againg this point). If asingle adjective can influence interpretation so much, then
the rich knowledge that people bring to category learning might well have even stronger effects. A
dramatic example of knowledge effects on learning was provided by Lesgold, Glaser, Rubinson,
Klopfer, Feltovich, and Wang (1988). Lesgold et a. studied expert and novice radiologists, on the
task of interpreting chest x-rays and making diagnoses. There were numerous interpretation
differences between the two groups, attributable to their differencesin prior knowledge about
human anatomy and x-ray technology. For example, the experts were better able to distinguish the
gppearance of diseased tissue from the appearance of artifacts on the x-ray film. Also, the experts
were more likely than the novices to describe a three-dimensiona representation or modd of the
patient rather than smply focus on smple two-dimensiona cues such as a shadow on the film.

Closdly related to the work of Lesgold et d. on learning about individual cases, there has
been some more recent work on learning about categories. Wisniewski and Medin (1991, 1994b)
demongtrated influences of prior knowledge on interpretation of category members. In their sudies,
the subjects observed drawings done by children. They learned about two categories of drawings,
such as drawings done by city children versus farm children, or drawings done by crestive children
versus noncreetive children. The category labels were randomly assigned by the experimentersto a
particular drawing and often had a dramatic effect on how festures of the drawing were interpreted.
For example, one circular configuration of lines on adrawing was interpreted as a purse when the
picture was assigned to the city category; in other Situations this same configuration was interpreted
asapocket. Similarly, the clothing in another drawing was interpreted as either being afarm
uniform or acity uniform depending on the category assgnment.

The experiments by Wisniewski and Medin (1991, 1994b) were in some ways idedly
suited to study influences of knowledge on feature interpretation, because their stimuli were
somewhat ambiguous drawings that indeed needed to be interpreted. In contrast, for many
experiments in which subjects learn categories, the fegtures are dready given in amuch less
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ambiguous way. For example, in atypicd experiment, subjects might learn about lists of features
that are familiar medica symptoms, such as runny nose and high fever (e.g., Medin & Schaffer,
1978). In such experiments, the representation (Smple festure lists) is more or less given to the
subject. In contragt, in learning about ambiguous drawings, and probably in many real-word
concept learning Stuations, people must build the representations that would be used to describe
category members (see dso Goldstone, 1994; Murphy, 1993; Schyns & Murphy, 1994).

Facilitation Effects

Some effects of prior knowledge are best described as smply being overdl facilitation of
learning. It seems plausible that learning about certain kinds of category structures might be more or
lessfacilitated depending on the prior knowledge that is accessed, e.g., depending on the kind of
category structure thet is expected. Medin and Schwanenflugd (1981) distinguished between two
kinds of classfication structures, linearly separable and nonlinearly separable. If apair of categories,

A and B, are linearly separable, then by definition it is possible to classfy anew stimulus, X, usng a
amplelinear rule. One such linear rule would be to count whether X has more characteristic
features of category A or of category B. In contrast, if A and B overlap to the extent that they are
nonlinearly separable, then no linear rule will adlow perfect discrimination between members of the
two categories. Medin and Schwanenflugel found that people can learn both kinds of category
structures, with no greet advantage for one kind of category structure over the other. However,
Wattenmaker, Dewey, T. Murphy, & Medin (1986) investigated the influences of background
knowledge on learning these two kinds of structures (see dso Nakamura, 1985). For example, if
your prior knowledge leads you to expect linearly separable categories, would that facilitate the
learning of alinearly separable structure?

In the Wattenmaker et d. (1986, Experiment 1) study, half of the subjects learned about
linearly separable categories of people and hdf of the subjects learned about nonlinearly separable
categories. Also, in the Trait conditions, the stimulus dimensions were labeled to promote
remindings of persondlity categories, such as honest versus dishonest. For example, some subjects
saw person descriptions in terms of behaviors that were either honest (e.g., returning alost wallet)
or dishonest (e.g., pretending to enjoy shopping). The subjects were trained repeatedly on category
members until they reached alearning criterion. In the Control conditions, the stimuli were
composed of unrelated traits, such as one concerning honesty, one concerning cautiousness, and

one concerning cooperativeness, which would not promote the retrieval of coherent prior
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categories. Thefirst main result was that overdl, remindings of prior knowledge helped subjects
learn the categories fagter: People in the Trait conditions performed better than people in the
Control conditions. Making the task more meaningful facilitated category learning (see dso Murphy
& Allopenna, 1994). Second, subjects especidly showed facilitation from prior knowledge when
they learned about a linearly separable category structure. It appeared that people adready had
amplelinear rulesfor distinguishing between honest and dishonest people by counting up the number
of honest and dishonest behaviors. Thus, learning was most efficient when the structure to be
learned was compatible with the structure that was expected according to prior knowledge.

In more recent work, Wattenmaker (1995) has investigated whether these knowledge
facilitation effects depend on specific category knowledge or on more generd knowledge. That is,
when people are facilitated in learning about a new category, is this facilitation due to a close match
between specific information in the new category and specific information in a previoudy known
concept? Or isit dueto agenera congruence with an abstract structure, such asthe linearly
separable structure? Wattenmaker compared category learning using stimuli from two different
genera domains, socid categories and object categories. An overall difference between these two
domains might suggest that people apply different generd knowledge structures in learning about
these two kinds of categories. Indeed, Wattenmaker found that overdl, people were facilitated in
learning about linearly separable categoriesin the socid domain, and people learned object
categories better when they were nonlinearly separable. However, this pattern was only evident
when the new categories to be learned closely matched previoudy known concepts. For example,
people favored learning linearly separable structures for afamiliar classfication such asintroverts
versus extroverts, but not for unfamiliar socid groupings. Thusit gppears that the knowledge
facilitation effects reported by Wattenmaker (1995) and Wattenmaker et d. (1986) depended on
remindings of rather specific knowledge of particular categories.

The question does remain though, how does more generd knowledge influence category
learning? Even when someone is not reminded of a pecific pre-existing concept, can prior

knowledge affect learning?
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Influences of More Generd Knowledge

Children’s Learning of Concepts and Names

Perhaps the most dramatic example of concept learning is the performance of young
children, who can learn up to 15,000 new words for things by age six (Carey, 1978). Of course,
learning a new word and learning a new concept are not the same, but they are closdly related
(Clark, 1983). For example, a child's knowing the word “dog” and having the concept of dog are
two different achievements. Knowing a concept might precede learning its name or dternately,
hearing a name for an object might lead to further investigation of the concept (e.g., Waxman,
Shipley, & Shepperson, 1991). Early concept learning by children appears to be guided by rather
generd principles or knowledge structures. Given the large number of concepts learned by children
and the systematic biases that are gpparent in thislearning, it is plausible that the children are being
influenced by genera knowledge rather than by specific knowledge about other categories.

Markman (1989, 1990) suggested, and reviewed evidence for, certain congtraints that
would guide category learning by children. Firgt, according to the whole object assumption, a novel

category label ismore likely to refer to awhole object than to its parts. Upon hearing a category
labd such as“dog’ for the first time, achild would assume that this label refersto a dog rather than

to some part of adog such asits wagging tail. Second, according to the taxonomic assumption,

learners will tend to use new words as taxonomic category labels rather than as ways to group
things by other rdlations. For example, after a child has learned about his or her first dog, the child
would extend this labdl to other animals that appear to be in the same taxonomic category--other
dogs--rather than extending the label to objects that are otherwise associated with the dog. Thet is,
the child would not cdll the dog'sleash a“dog,” or cdl the dog' s owner a“dog.” Third, the mutud
exdusvity assumption would provide further guidance in early category learning. Infollowing this

assumption, a child would favor associating particular objects with just one category labd. Thus,
when learning a new category label, the child would look for some object for which he or she does
not aready know alabel. For example, say that a child dready knows the word “dog,” and seesa
dog being pulled on aleash. Upon hearing the word “leash” for the firgt time, the child might
hypothesize that this term refers to the leash rather than to the dog, because the dog dready hasa
known category labdl.

These three congtraints might seem obvious to an adult who has dready learned alanguage.
Y et imagine a child trying to learning thousands of category labels without these assumptions (Quine,
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1960). In ardatively smple Stuation of agirl waking in apark with adog on aleash, the category
label “dog” might refer to the girl, the park, the dog, the leash, some part of the girl, the park, the
dog, or the leash, or some relation between any of thesethings. It gppears that some gpplication of
generd knowledge to this potentidly confusing Stuation would be extremey hdpful and indeed
necessary.

Closdly related to Markman' s whole object assumption is the shape bias (see Landau,
1994, and Ward, 1993, for reviews). The shape bias is another proposed general constraint on the
learning of category labels, such that young children would tend to pay attention to overal shape of
an object rather than itstexture or 9ze.  The shagpe biasisakind of sdective weighting effect, and
assuch it fitswel with the proposals of Keil (1989) and Murphy and Medin (1985) regarding the
selective effects of prior knowledge on category learning. In one study demonstrating the shape
bias, Landau, Smith, and Jones (1988) taught young children that some object was called a“dax.”
When asked to find another “dax,” the children tended to choose another object with the same
shape even if it had a different 9ze or texture. Likewise, the children tended to reject other objects
with different shapes, even if they had the same Size and texture asthe origind “dax.” Interestingly,
young children seem to limit their use of the shape bias to Stuationsin which new category labels are
learned. When the Landau et d. (1988) procedure was repeated except without using the “dax”
label, the shape bias was reduced or diminated. In generd, it appearsthat children are guided by
the principle that an object’s overal shape isagood predictor of its category label, so children
especidly pay attention to shapes when learning new labels. However, asthe articles by Ward
(1993) and Landau (1994) show, the patterns of results for the shape bias, and the underlying
generd knowledge gpplied by children in learning category labels, are even more complex and
sophidticated than the examples here illustrate.

Knowledge of Category Essences

In addition to generd biases such as the taxonomic congtraint and the shape bias that would
affect children’slearning of category labels, it gppears that category learning by children and adults
is guided by other rich sources of general knowledge. One st of beliefs, referred to as
psychologica essentidism (Medin & Ortony, 1989), seemsto be wide-ranging initsinfluence. The

main idea of psychologica essentidlismisthat (at least for the biologicad domain) people act asif
things in the world have a true underlying nature that imparts category identity. Furthermore, this

essence is thought to be the causal mechanism that generates visible properties. Therefore, surface
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features provide clues about category membership. Thisview is known as psychologica
essentidism because it is concerned with peopl€’ s assumptions about how the world is, not how the
world truly is.

Keil (1989) has provided evidence that children are guided by essentidist assumptions as
they learn about members of natural kind categories such as animas and precious metas. In one
study, Kell described to children how an anima might undergo some superficid transformations,
such as transforming aracoon by painting a white stripe on its back and surgically inserting a sac that
contains asmely substance. The key question was whether this transformed animal was aracoon
or askunk. Children as young as age seven tended to maintain the identity of theanimd asa
racoon, even though it had been given characterigtic features of a skunk. Kell’s explanation was
that children’shiological knowledge led them to discount these superficid festures, and insteed
selectively pay attention to other, deeper anatomica properties. For example, aracoon that
resembles a skunk would give birth to other racoons rather than skunks. In related research, Kell
described to children artifacts, such as pipes and coffee pots, that underwent transformations. Here
it seemed that an object’ s function was criticd to its category membership, again pointing to genera
beliefs that congtrain categorization. (However, for acritique of thisline of research, especialy with
regard to artifact categories, see Malt, 1993).

To summarize, people, even young children, appear to have rather deep pools of
knowledge about biologica categories aswell as artifact categories, that are applied to learning
about particular category members (see dso Carey, 1985). One fairly generd aspect of this
knowledge isthat certain categories have essences or essentia featuresthat are critical for
determining category membership. Psychologica essentidlism has received a great ded of recent
attention (also see Gelman, Coley, & Gottfried, 1994; Medin & Heit, in press, for reviews), but
other general knowledge about animals, plants, and people aso gppears to be critical in guiding
categorization and category learning. For example, see work by Springer and Belk (1994) on
knowledge of contagion in biological categories, work by Coley (1995) on knowledge about
biological and psychologica properties, and work by Hirschfeld (1995) on knowledge about racia
categories.

13
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Implications for Categorization Modds

Why Develop Models of Knowledge Effects?

Conddering these widespread influences of both specific and generd knowledge on
category learning, it would be desirable to address and even try to explain these effects in terms of
models of categorization. After al, any mode of category learning that does not address these
influences is not a complete account of category learning (Murphy & Medin, 1985). In research on
categorization, there is atradition of implementing theoretical ideas as computationa or mathematica
modes. This development of models of categorization has had multiple purposes. For one, a
categorization mode is a precise satement of an account of categorization that facilitates
communication among researchers. A mode of category learning that addresses these influences of
knowledge would be an explicit and testable statement of theory. Furthermore, modeling provides a
reasoning tool; it is often difficult for aresearcher to know what some theory will predict until the
theory isimplemented asamodd (Hintzman, 1991). Thus, developing amodd of some
hypothesized categorization process would facilitate its eva uation in terms of how well it accounts
for various experimentd results. In thisway, amode can provide the link between a psychologica
account of how knowledge influences category learning and the results of experiments such as those
reviewed in this chapter.

Despite the promise and gpped of addressing knowledge effectsin categorization with
computationa models, this issue has only recently begun to receive atention. In fact, in 1993,
Murphy suggested that most categorization researchers either work on computational models that
do not address prior knowledge effects, or they work on issues in categorization that address the
richness of peopl€e s background knowledge but do not creste forma modelsl Psychological
models of categorization have been gpplied mainly to studies of category learning in isolated
contexts (e.g., J. R. Anderson, 1991; Estes, 1986; Gluck & Bower, 1988; Heit, 1992; Kruschke,
1992; Medin & Schaffer, 1978; Nosofsky, 1988; Nosofsky, Pameri, & McKinley, 1994).
Typicdly in these studies, subjects learned isolated categories that were intended by the
experimenter to be as unreated as possible to prior knowledge (e.g., categories of geometric figures
or fictiond diseases). Of course, categorization researchers have been interested in other important
issuesin addition to influences of background knowledge, and the strategy of teaching subjects

isolated categories would have some vaue in dlowing a researcher to focus on other varigbles.
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Therefore, the task of addressing the widespread influences of knowledge on category learning isa
new and important challenge for categorization modes.

Exemplar Models

Theintegrationmodel (Heit, 1994) is an exemplar mode of categorization (Medin and
Schaffer, 1978) that addresses some effects of prior knowledge. According to exemplar models, a
decision whether to categorize some object X as amember of category A depends on the smilarity
of X to retrieved exemplars for category A. To the extent that X issSmilar to category A exemplars
rather than to exemplars of dternative categories, X will be classfied asan A. The nove
assumption of the integration modd isthat two kinds of exemplars influence judgment of whether
some stimulus belongs in a category: exemplars of that category as well as prior examples from
other related categories. Prior examples are memories from other contexts, in many Stuations the
prior examples would smply be observed members of other categories (Johnson, Hashtroudi, &
Lindsay, 1993). For example, imagine that you move to a new city and you are looking for friends
tojoinyouinjogging. In effect, you are trying to learn about a new category, of joggersin this city.
Say that you have dready met afew joggersin the new city, then you meet a new person and you
want to predict whether this personisajogger. To make thisevaduation, you would sum up two
sources of evidence, the smilarity of the new person to prior examples of joggers from other cities
and the similarity of the new person to actud joggers you have observed in the new city.

For severa experiments smulating this experience of category learning in anew context,
Heit (1994, 1995) found that the integration model gave a good quditative and qualitative account.
Figure 1 shows the results of one experiment in which subjects learned about new categories and
made judgments about whether some description X belongsin category A. The data pointsin each
graph refer to subjects average judgments in various conditions. The congruent points refer to test
guestions that are congruent with prior knowledge, eg., “How likdly is someone with expensve
running shoesto be ajogger?’” The incongruent points refer to test questions that involve an
incongruent pairing, such as*“How likely is someone who atends many partiesto be shy?’ The
other variable in the experiment was the proportion of times X actually gppeared in category A, eg.,
the proportion of people with expengve running shoes who were joggers. Thelinesin each graph
refer to the predictions of the integration model. Note the close correspondence between the data
points and the mode predictions. As predicted by the integration model, people were influenced by
prior knowledge, as indicated by the difference between the congruent and incongruent lines, and
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they were influenced by what they actudly observed, asindicated by the positive dopes of these
lines. Also, these two influences appear to combine independently, as evidenced by the pardle
pattern of lines. Thisindependence is congstent with the integration model’ s assumption that people

sum up evidence derived from prior knowledge and evidence derived from actual observations.

In addition to the integration of prior examples and observed examples, Heit (1994)
developed exemplar models of other possible processes by which prior knowledge might affect
category learning. Fird, prior knowledge may lead to selective weighting of category members so
observations that fit prior knowledge are remembered best. For example, you might be more
successful at learning about joggers who own expensive running shoes than about joggers who do
not own expensgive running shoes. Second, prior knowledge may have a distortion effect; for
example, ajogger without expendve running shoes might be misnterpreted as ajogger with
expendve running shoes or even as anon-jogger. Although these additiona processes seem
plausble, the results of Heit (1994) could be explained without ether of them, i.e,, by theintegration
model aone.

Rule-based Models

An dternative scheme for developing models of categorization uses rule-based
representations (e.g., Mooney, 1993; Nosofsky et a., 1994; Pazzani, 1991). These models
assume that a decison whether some object X belongsto a particular category A depends on
whether X satigfies the conditions of arule defining category A.  Using a complex data base of rules
(e.g., Mooney, 1993; Pazzani, 1991) and probabilistic responding (e.g., Nosofsky et al., 1994)
would alow for arule-based modd s to account for avariety of interesting results in categorization.
Furthermore, these rule-based models can readily be extended to address prior knowledge effects.
Just astheintegration mode (whichisan exemplar modd) assumes that prior knowledge takes the
form of prior examples, it would be naturd for rule-based mode s to assume that prior knowledge
takes the form of pre-existing rules. For example, Mooney’s (1993) 10U model of categorization
can learn the concept of cup after being presented with just asingle example of acup. Thiscup
might be green, owned by Juliana, lightweight, with aflat bottom, and with ahandle. Certain of
these features, regarding weight, the cup’s bottom, and the cup’ s handle, are criticd to the cup
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category. Mooney’s model devotes specid attention to these features because they are explainable
interms of pre-existing rules concerning liftability, stability, and graspability. Thistechnique, known
as explanation-based learning, is a quite powerful way to apply prior knowledge to new category

members (see Mooney, 1993, and Wisniewski & Medin, 1994b, for more extensive reviews of
explanation-based learning and for further applications to psychologica data).

Pazzani (1991) aso developed arule-based modd, known as the POST HOC modd, that
addresses prior knowledge effects. This modd, like Mooney’ s |OU modd, begins learning about a
new category by accessing rules embodying prior knowledge. These rules may be incorporated into
representations of a new category, and in addition, the POST HOC model sdlectively attends to
features that seem especialy relevant according to previous knowledge. For example, to account
for Pazzani’ s (1991) experimenta results on learning categories of balloons, the POST HOC model
would assume that subjects access relevant rules, such as that stretched balloons are more elastic
and thus eesier to inflate. Then, to learn about the new category members, the mode would assume
that subjects pay greeter atention to goal-relevant features, such as stretching, rather than irrelevant
features such as the color of the balloon. This rule-based modd successfully predicted Pazzani’ s
resultsin term of relative difficulty of the various experimenta conditions.

Connectionist Models

Findly, it is possible to extend connectionist, or neural network, models of categorization
(e.g., Gluck & Bower, 1988; Kruschke, 1992; Shanks, 1991) to address the influences of previous
knowledge. (In connectionist models, category learning entails learning a set of associations within a
network of nodes. A categorization decision would be performed by assessing which output nodes
would be activated after a pattern of inputs is presented to the network.) For example, Chai,
McDanid, & Busemeyer (1993) have explored connectionist models by assuming thet at the
beginning of learning, certain connections between inputs and outputs have postive or negative
grengths. In effect, a connectionist network would have a head start towards learning, asif the
network had aready been trained on related stimuli. Choi et d. gpplied thisidea to the result that
people tend to learning digunctively-defined concepts more readily than conjunctively-defined
concepts (e.g., Sdatas & Bourne, 1974). That is, itisgeneraly easer to learn aconcept defined in
terms of (feature 1 or festure 2 or feature 3 ....) rather than a concept defined in terms of (feature 1
and feature 2 and feature 3 ....). Choi et d. assumed that people begin category learning tasks with

initial hypothesesin mind, eg., to favor digunctive rules over conjunctive rules. In terms of
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connectionist modds, these hypotheses could be implemented with negative (or inhibitory) links
between nodes corresponding to feature conjunctions and nodes corresponding to category labels.
Choi et d. evauated afew different variants of connectionist models, and were most successful in
incorporating prior knowledge into Kruschke' s (1992) ALCOVE modd, which isahybrid
connectionist-exemplar moded!.

Also, Kruschke (1993) suggested that his ALCOVE mode could account for prior
knowledge effects by varying the atentiond strengths on different dimensions a the beginning of
learning. This suggestion would be an implementation of sdlective weighting. Note that this
proposd differs from the method gpplied by Choi et d. (1993), which varied theinitid connection
strengths between nodes in a network rather than varying selective attention. It would be vauable
to investigate Kruschke' s suggestion further, becauise one of the strengths of the ALCOVE modd is
that it can vary attention dynamicaly over the course of learning. Dynamic attention would
correspond to learners having initia hypotheses about which dimensions are relevant to
categorization, then adjusting attention as category members are observed (see aso Billman & Heit,
1988).

Condlusons from Modding Efforts

Despite the differences between these exemplar-based, rule-based, and connectionist
approaches to modeling the effects of knowledge on concept learning, severa themes emerge
clearly. Even though the representational details of the models differ, each modeling effort includes
two basic kinds of processes. Firg, in what may be called an integration or anchor-and-adjust

process, the mode begins with an initia representation for anew category, then revisesthis
representation as additiona information is observed. For example, the connectionist moded of Choi
et a. (1993) begins alearning task with certain network connections already set with negative or
pogitive values. Then these connections are updated during learning. Second, in a sdective
weighting process, the model is directed to pay attention to certain observations or features of
observations that seem especialy relevant to the task. For example, Pazzani’s (1991) rule-based
mode alocated more resources to learning about whether or not a balloon was stretched compared
to whether the balloon was ydlow or purple.

Can these categorization models (Choi et d, 1993; Heit, 1994; Mooney, 1993; Pazzani,
1991) address the other effects of prior knowledge, besides integration and weighting effects?
These modd's can aso address knowledge facilitation effects, in which it is easier to learn about a
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new category to the extent that it fitswith previous beliefs (e.g., Murphy & Allopenna, 1994;
Wattenmaker et d., 1986; Wattenmaker, 1995). For example, Murphy and Allopennafound that it
was eader for people to learn about new categories of vehicles than to learn categories defined in
terms of unrelated or conflicting characterigtics (e.g., has thick walls, kegps fish as pets, madein
Africa, and has abarbed tail). 1t makes sense that people learning about new vehicles could use
previous knowledge about vehicles as a gtarting point (an integration process) as well as more eesily
focus on relevant information (a selective weighting process). In contrast, these processes would
not help in learning about nonsensica or completely unfamiliar categories. More generaly,
integration and selective weighting processes are two possible underlying explanations for why
people might show knowledge-related facilitation in learning about categories (for additiona
possible explanations, see Murphy & Allopenna, 1994).

Therefore, categorization modds with these integration and selective welghting processing
assumptions can address three of the basic effects of gpecific knowledge on learning: integration
effects, sdlective weighting effects, and facilitation effects. That is, when the modes are provided
with suitable information about what specific facts or prior knowledge would influence the learning
of aparticular new category, the modes can reproduce the generd patterns of human performance
in category learning. Thisisaggnificant feet, congdering that most forma models of categorization,
without assumptions about integration and weighting, do not address the influences of prior
knowledge a dl. However, so far these models are incomplete in that the relevant prior knowledge
must be specified by the modeler. That is, the models address the processes by which prior
knowledge and new observations would be combined, but they do not address the processes by
which alearner would determine which prior knowledge is rdlevant. Such processes might be caled

knowledge sdlection processes.

For example, Heit (1994) assumed that when subjects learned about joggersin anew city,
their prior knowledge conssted of prior examples of joggers from other places. This assumption
may be graightforward in the context of asmple laboratory experiment, but knowledge selection
processes would necessarily be more complicated in the red world. Imagine that you meet a group
of peoplewho are dl either British, American, or Belgian, with various occupations and hobbies.
What sorts of prior examples or prior knowledge would you use to guide learning about this group?
The possibilities seem endless. As another example, imagine that you are learning about a new kind
of device that cleans up roadside trash with a suction hose, and you have no previous experience

with this sort of device (Wisniewski, 1995). What prior knowledge would be used here? Note that
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finding the rdlevant prior knowledge would be criticd for both integration and selective weighting. It
gppears that assembling the knowledge that is relevant to learning a new concept may require rather
sophisticated reasoning processes, in addition to Smply retrieving observations from memory.
These reasoning processes might include conceptua combination (Hampton, this volume; Murphy,
1993; Rips, 1995) as wdl as mechanisms for imagining or imaging possible category members
(Ward, 1994). A further complexity isthat the use of background knowledge and observations
might dternate, so thet initid beliefs might guide early category learning, which would then leed to
the retrieval and perhaps even revison of additiona background knowledge. In the terminology of
Wisniewski and Medin (1991, 1994b), knowledge and learning would be tightly coupled (see Heit,
1994, for additiona evidence). In principle, these additional processes could be implemented in an
even more complete modd of categorization, but for the most part thiswork has not yet been
performed.

The fina effect of specific knowledge described in this chapter is feature interpretation
effects, in which the very features that are used to represent category members are themselves
learned (e.g., Lesgold et al., 1988; Wisniewski & Medin, 1994b). As pointed out by Murphy
(1993) and Wisniewski and Medin (1994b), one current limitation of most current models of
categorization is that they operate with afixed, pre-specified representationd system. In principle,
however, feature learning might be trested as another form of concept learning. Indeed, developing
techniques for learning features has been an active area of research in artificia intelligence research
(e.g., Matheus & Rendell, 1989; see Wisniewski & Medin, 1994afor areview). Likewise,
researchers who develop connectionist models of learning have been concerned with how a model
might form internal representations (e.g., Sgnowski & Rosenberg, 1986) or develop feature
detectors (e.g., Rumdhart & Zipser, 1986). Thus, thereis good reason to hope that further
progress on this issue will be made in the near future.

In contrast to this favorable picture of how current models of categorization can and might
address influences of specific knowledge, the day that such models will address effects of more
generd knowledge seems further off. Consider the sophisticated knowledge representations and
processes that must be involved in the taxonomic congtraint (Markman, 1989), the shape bias
(Landau, 1994), or psychologica essentidism (Medin & Ortony, 1989). The knowledgethat is
relevant to these issues would seem to consist of arichly-connected set of abstract beliefs about
categoriesin generd, for example beliefs about relations between the shape of an object and its
interna parts. It seems plaugible that the smple processes used in explaining effects of specific
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knowledge (integration and weighting processes) would have some role in explaining the influences
of more general knowledge. For example, the shape bias involves sdectively paying attention to the
contour of an object. However, such smple processes are only part of the story to betold. It
remains an open question how much further development will be required to address the effects of
more generd knowledge with computationd modds. An optimistic conjecture might be that
categorization modelswill be able to address influences of generd knowledge in the same manner as
influences of specific knowledge, once representationa issues for describing generd and specific
knowledge are solved. However, even these representational issues are not easy problems.

To return to the point a the beginning of this chapter, it is clear that knowledge about
categories is complex and “deeply intertwingled.” It isimportant to keep in mind that athough
categorization modds can presently explain some of the basic phenomena regarding influences of
knowledge on concept learning, thisis a complex problem that is not going to be solved entirely
anytime soon. Yet, theseinitid, and certainly incomplete, models of knowledge effects on
categorization still serve some of the important purposes of computational modding. Thet is, these
models are explicit implementations of accounts of how background knowledge shapes category
learning, allowing these accounts to be compared and applied to psychologica data

Reations to Inductive Reasoning

Now that the influences of prior knowiedge on category learning have been described in
some detail, the next two sections will describe research on knowledge effectsin two areas of
cognitive psychology that are related to category learning: reasoning and memory. After a person
has learned about some category, it is natura to ask what this person will do with the category.
One important function that categorization servesisto dlow inductive inferences or predictions
about additiona features (J. R. Anderson, 1991; Billman & Heit, 1988; Estes, 1994; Heit, 1992;
Ross & Murphy, in press). For example, once you know that someone belongsto the category
salesperson, you may predict that this person will try to sdl you something.

Inductive reasoning istypicaly studied in the laboratory by presenting subjects with

inductive arguments to be evauated, such as.

21



Knowledge and Concept Learning

Robi ns are susceptible to a certain disease

How likely is it that
ostriches are susceptible to this disease?

Research by Rips (1975) and Osherson, Smith, Wilkie, Lopez, and Shafir (1990) has shown that
two kinds of information are critica to inductive reesoning. Firg, inferences will be stronger to the
extent that the premise category (e.g., robin) and the conclusion category (e.g., ogtrich) are smilar.
I nferences between smilar categories (e.g., robins and sparrows) are stronger than inferences
between less smilar categories (e.g., robins and ostriches). Secondly, generd knowledge about
relations to other categories aso has influences. One such influenceisthat inferences will be
stronger to the extent that the premise category istypica of its superordinate category (Rips, 1975;
Osherson et d., 1990). For example, the knowledge that robins are typica members of the bird
category lends strength to inferences from robins to ostriches. On the other hand, if subjects were
asked “ Given that ogtriches are susceptible to a certain disease, how likely isit that robins are
susceptible to this disease?’, inferences would be relatively weak, because the premise category,
odtrich, isnot typica of the bird category. (Also see Shipley, 1993, for afurther andysis of these
phenomena and a discussion of their relation to Goodman's, 1955, work on overhypotheses.)

Another kind of knowledge about categories that affects inductive reasoning is knowledge
about variability. Nisbett, Krantz, Jepson, and Kunda (1983) tested subjects on inductive
gatements of the following form: Given that you observe that one member of category A has
property P, what percentage of the members of category A have property P? Nisbett et d. found
that the strength of inferences was affected by knowledge of how variable this property would bein
the category. For example, given that one member of a certain tribe of peopleis obese, adults
subjects estimated that |ess than 40% of the members of the tribe are obese. But given that one
tribe member has a certain color of skin, subjects concluded that over 90% of the other tribe
members would have the same property. Nisbett et d. showed that people make stronger
inferences about |ess variable properties (e.g., skin color) than about more variable properties (e.g.,
obesity) for aparticular category.
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Sdlective weighting effects, due to background knowledge, are dso evident in inductive
reasoning. Heit and Rubingtein (1994) have found that when people evauate inductive arguments,
they tend to focus on certain features of the categories, depending on what property isbeing
congdered in the argument (see dso, Medin, Goldstone, & Gentner, 1993). For example, consider
the argument:

Sparrows travel shorter distances in extrene heat

How likely is it that

bats travel shorter distances in extrene heat?

The behaviord property being consdered, traveling shorter distances in extreme heet, would lead
subjects to compare sparrows and bats in terms of other behaviora features. Because sparrows
and bats are amilar in terms of flying, this argument was consdered fairly strong. On the other
hand, congder the argument:

Sparrows have livers with two chanbers

How likely is it that

bats have livers with two chanbers?

Here, the anatomica property being considered, having a two-chambered liver, would lead subjects
to focus on other anatomical properties. Because of the anatomica dissimilarities between sparrows
and bats (e.g., oneisabird and one isamamma), this argument was considered relatively weak.

In addition to these results from Heit and Rubingtein, evidence for selective weighting effectsin
inductive reasoning has been provided by Coley (in press), Gelman and Markman (1986), and
Springer (1992). For additional evidence of the influences of knowledge about properties on
induction, see Soman (1994).

Modds of Inductive Reasoning
The category-based induction (CBI) model (Osherson et a., 1990; Osherson, Stern,
Wilkie, Stob, & Smith, 1991) is acomputationad modd of induction that addresses some of the
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influences of categorica knowledge. This model may be gpplied to complex inductive arguments
with multiple premises, such as:

Cat egory Al has property P
Cat egory A2 has property P
Cat egory A3 has property P

How likdy isit that
Category B has property P?

According to the CBI model, two factors influence how people evauate the inductive soundness of
such inferences. Firg, inferences will be stronger to the extent that the premise categories (A1, A2,
...) ae gmilar to the conclusion category (B). The second factor in the CBI modd is the coverage
of the premisg, that isthe amilarity between the category or categoriesin the premise and members
of the superordinate category that encompasses the categoriesin the premise and conclusion. A
few examples should make the idea of coverage clear. Consider again an inductive inference from
robin to ostrich. The most specific superordinate category that includes robins and ostriches is bird.
Now, robin isfairly smilar to other members of the category bird. Thus, if robins have some
property P, itis plaugble that al birds, including ogtriches, have property P. In the CBI modd, the
two sources of evauating inferences, smilarity and coverage, are just added together. Category
members that are atypica do not contribute much to coverage, for example, ostrich as a premise
category would provide little coverage for the superordinate category bird. The CBI mode aso
provides an elegant way to eva uate the coverage of arguments with multiple premises. For
example, given the premises that both robins and penguins have property P, it seemslikely thet dl
birds have property P, because robins and penguins are quite diverse members of the superordinate,
birds. On the other hand, the premises that robins and sparrows have some property does not lend
as much support to the belief that all birds have the property, because robins and sparrows do not
cover the superordinate category birds much better than just robins aone.

The CBI model provides a successful account of saverd influences of categorica
knowledge on inductive reasoning, especidly how knowledge about superordinate categories affects
reasoning (see Osherson et d., 1990, 1991, for reviews). However, the CBI model does not
address the other knowledge effects described here, such as selective weighting effects (e.g.,
Gelman & Markman, 1986; Heit & Rubingtein, 1994) or effects of knowledge about variability
(Nisbett et a., 1993). In principle, it would be possible to add a sdlective weighting component to
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the CBI modd, just asit is possble to add sdective weighting to categorization modds (e.g.,
Pazzani, 1991). That is, it would be possible to have the CBI mode focus on different category
features depending on which property is being inferred, so that it could begin to address the results
indicating sdlective weighting. However, it might well take a complex reasoning process to figure
out which features are relevant to inferring various properties, e.g., which features are relevant to
inferring whether an animal travels shorter distancesin extreme heet. As mentioned earlier, a
chdlenge for computational models of categorization is to determine which prior knowledge is
relevant to a particular Stuation. Likewise, future computationa models of induction will be faced
with the challenge of assembling the prior knowledge thet is relevant to guiding an inference.

Reations to Memory

There is a strong affinity between research on categorization and research on memory,
because categorization and memory are highly interdependent (or intertwingled) facets of cognition.
Two parallels between categorization research and memory research will be drawn here. Firdt,
studies of the influences of prior knowledge on category learning are closdly related to research on
the impact of schemas and stereotypes on memory. Second, there are close connections between
categorization modds and memory models, suggesting that the task of developing categorization
models that address knowledge effectsis part of alarger enterprise in cognitive moddling.

Influences of Knowledge on Memory

Research on memory has largely followed two traditions. In the tradition of Ebbinghaus
(1885/1964), researchers have focused on precise quantitative relations among various factors that
affect memory and various memory tasks (e.g., the effect of amount of study on free recall
performance, Underwood, 1970). This research tradition hastypicaly used smple verbd stimuli
(e.g., nonsense syllables or concrete nouns) with the intent of isolating certain aspects of memory
and minimizing the influences of the subject’s prior knowledge. Second, in the tradition of Bartlett
(1932), researchers have focused on the richness of human knowledge and the interesting influences
of knowledge on new learning (see Johnson & Sherman, 1990, for areview). (Note the smilarity
to the description of two traditions of research in categorization by Murphy, 1993.) To some
extent, there may be a trade-off between working in the firgt tradition and working in the second
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tradition, but there is plenty of research that draws from both (e.g., Collins & Quillian, 1969;
Graesser, 1981; Smith & Zarate, 1992).

Asanillugration of work in the second tradition, consider the classic example from
Carmichadl, Hogan, & Water (1932) in Figure 2. When subjects were shown the drawing in
Figure 2a, their memories of this picture were influenced by their background knowledge. If the
picture was originaly labeled as eyeglasses, then subjects tended to recall something like Figure 2b:
Their knowledge of eyeglasses influenced their specific memories of the picture. If the picture was
origindly labeled as a barbell, then subjects tended to recal something like Figure 2c. Note that this
result is quite like the feature interpretation phenomenafor category learning described by
Wisniewski and Medin (1991, 1994b), in terms of ambiguous figures being influenced by labeling.
Another classic example of the influence of schemas, or general knowledge structures, on memory
was provided by Bransford and Johnson (1972). In this study, subjects read arather abstract
paragraph concerning a procedure for arranging itemsinto different groups, going to the proper
fecilities, etc. Their later recall memory for this passage was poor, unless they had dso been told
that the passage describes washing dothes. 1n other words, the subjects generd knowledge about
doing laundry facilitated memory for thistext. Note the resemblance between this result and the
knowledge facilitation results in category learning (e.g., Murphy & Allopenna, 1994; Wattenmaker
et d., 1986; Wattenmaker, 1995).

Researchersin socia psychology have aso been concerned with influences of knowledge
on learning, in particular the influences of socid stereotypes on what is remembered about individua
persons. For example, in astudy of the effects of developing gender sterectypes on memory,
Stangor and Ruble (1989) showed children televison commercids that were either congruent with
thelr sereotypes (e.g., girls playing with toy dalls) or incongruent with their stereotypes (eg., girls
playing with toy trucks). Stangor and Ruble found that the congruent commercias were recalled
better. More generdly, it appears that what we remember about the persons we meet depends on
much more than just our direct observations of these persons; the influences of socid group
stereotypes are widespread (see Srull & Wyer, 1989, and Stangor & McMillan, 1992, for

reviews).
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Given these amilarities between memory phenomena and categorization phenomena, future
research on the influences of knowledge on concept learning may be well-informed by considering
the related work in memory. For example, the processes proposed in this chapter asinfluencing
category learning have been discussed extensvely by theorigts in the area of memory aswll.
Sdective weighting influences of knowledge on memory have been emphasized by Alba and Hasher
(1983), who discussed how schematic knowledge would operate as afilter either a encoding or
retrieva. Similarly, Smith and Zarate (1992) have discussed how a person’s godl's, recent
experiences, and immediate environment would affect selective attention to different socia
dimensions such as gender, age, ethnicity, or race. In addition to the classic work by Asch (1946)
on processes of interpretation and distortion, Taylor and Crocker (1978) have discussed how
generd knowledge may be used to fill in missing featurd information. Findly, integration processes
in person memory have been proposed by N. H. Anderson (1991) and Brewer and Nakamura
(1984). Work on these topics by memory researchers can certainly guide research on the
corresponding issues in categorization. Likewise, categorization research can influence work on
memory and socia cognition. For example, Rothbart and Taylor (1992) discuss how conceptua
knowledge about psychologica essentidism and mutua exclusivity might apply to stereotypes and
socid categories.

Memory Modds and Categorization Models

Modeds of categorization, idedly, will not be isolated accounts of a particular task or
experiment but instead will dovetail with other theoretical accounts of cognitive activities such as
memory and reasoning. One example of the potentid synergy between categorization models and
computational models of memory is the compatibility between exemplar models of categorization
and multiple-trace modes of memory (Gillund and Shiffrin, 1984; Hintzman, 1986, 1988).
Multiple-trace model s assume that a memory judgment, such as a recognition decision, depends on
evauating the total Smilarity of atest item to memory traces of particular simuli (see Jones & Heit,
1993 for areview). Likewise, exemplar models assume that a decison whether to place atest item
in one category or another depends on evauating the Smilarity of the test item to memory traces for
members of each category. Heit (1993) applied the exemplar models of categorization in Heit
(1994) to a st of experiments on stereotype effects on recognition memory (Stangor & McMillan,
1992). The smulationsin Heit (1993, 1994) provided converging evidence thet integration

processes can explain avariety of results concerning the influences of prior knowledge on memory
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aswell as categorization. (For arelaed example of gpplying exemplar models to categorization and
memory tasks, see Smith and Zarate, 1992.) Note that such a synergy between categorization
models and memory models need not be limited to the common framework of exemplar models and
multiple-trace modds. For example, connectionist modding provides another framework for

developing generd modds of categorization and memory.

Concluson

In sum, the interrdlated cognitive abilities of category learning, inductive reasoning, and
memory are significantly guided by peopl€e s background knowledge, including both specific
knowledge and more genera principles. To an encouraging extent, these influences can be captured
by computationa models. Y et at the same time these modding efforts highlight their own
incompleteness, in terms of what needs to be explained even further.

The variety of influences of knowledge reviewed in this chapter are if anything an
underestimate of the intertwingled nature of knowledge and concepts. Theoretica accounts of
categorization, whether or not they arein the form of computational models, face asgnificant
chdlenge in accounting for these influences. Although it has been traditiond (e.g., Smith & Medin,
1981) to describe accounts of categorization in terms of pure representational formats (exemplar
models, prototype models, rule-based models, etc.), it appears that more complex conceptions of
representation may be required. These basic forms of representation may well serve as a starting
point for future work. In the future, it seemslikdly that an important question in categorization
research will be what sort of complex, multimoda representationa scheme can be used to describe
the rich body of conceptua knowledge thet is critical to learning. Such a scheme would need to
account for knowledge of relations among categories, and knowledge at multiple levels of
abgraction. Peoplée' s knowledge about categories might well include many forms of information
such as exemplars, images, and rules and other abstractions (Barsalou, 1993; Graesser, Langston,
& Baggett, 1993; Mdlt, 1993). The problem of developing more sophisticated forms of conceptual
representation may eventualy overshadow comparisons between pure forms of representations,
such as experiments intended to address whether exemplar models are better than prototype
models.

Although theorists such as Anderson (1978) and Barsalou (1990) have noted that models of
cognition must address both representation and processing, in categorization research

representationd issues have perhaps received more emphasis than processing issues (e.g., see
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reviews by Komatsu, 1992; Medin & Helt, in press, Smith & Medin, 1981). In addressing the
topic of how previous knowledge guides the learning of new concepts, as well as performing
category-based inductive inferences, processing issues are fundamenta. The critical questions
concern what are the processes by which people assemble relevant knowledge, form theinitia
representations for new categories, selectively attend to important information, and interpret the
category members they observein light of prior knowledge. It isnotable that categorization models
with three different representationa frameworks (exemplar, rule-based, and connectionist models)
are each able to make progress towards addressing knowledge effects by adopting smilar sets of
processing assumptions. Indeed, these processing assumptions gppear more important for fitting
various experimental results than the particular representational assumptions of each modd.
Ancther way of going beyond issues of representation to didtill highly generd principlesisto
congder various cognitive activities a the computationd level (Marr, 1982), that is, to consider

what computational problems are being solved and at an abstract level how they are being solved.
One framework for describing computational-level problems and solutionsis provided by Bayesian
datigtica theory (Edwards et d, 1963; Raiffa& Schlaifer, 1961). It isassumed in Bayesian theory
that to learn about some new part of the environment (e.g., anovel category or novel property), one
begins with aninitid estimate based on previous knowledge, then revises this information as new
information is encountered. At avery generd levd, this description can be applied to influences of
prior knowledge on concept learning, induction, and memory. We seem to assumeinitialy that new
categorieswill be like old categories, novel properties in inductive arguments will be like familiar
properties, and new experiences to be stored in memory will resemble our previous memories.
Perhaps future accounts of categorization, inductive reasoning, and memory will receive further
guidance from Bayesian gatigtics (for some examples of Bayesian accounts of cognitive activities,
see J. R. Anderson, 1990, 1991; Oaksford & Chater, 1994).

Although many other issuesin categorization will, of course, continue to be important, it is
easy to be optimigtic about future research on knowledge and concept learning. There have been a
large number of recent empirica discoveries and the development of forma modelsis aso beginning
to take off. In addition, the importance of prior knowledge in related areas of cognitive psychology,
reasoning and memory, is suggestive of the centrality of thisissue. It isnot possible to know where
thisline of categorization research will lead, but it appearsthat it is heading in a promising direction.
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Figure Captions

Figure 1. Results of Heit (1994), Experiment 2, indicated as data points, and predictions of the
integration mode!, indicated aslines. Reprinted by permisson.

Figure 2. Illustration of schematic effects on memory, adapted from Carmichadl, Hogan, and
Walter (1932).
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