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One of our most important cognitive goasis prediction (Anderson, 1990, 1991; Billman &
Heit, 1988; Halt, 1992; Ross & Murphy, 1996), and category-leve information enables arich set
of predictions. For example, you might not be able to predict much about Peter until you are told
that Peter isagoldfish, in which case you could predict that he will swim and he will eet fish food.
Prediction is abasic eement of awide range of everyday tasks from problem solving to socid
interaction to motor control. This chapter, however, will focus on a narrower range of prediction
phenomena, concerning how people evaduate inductive “ syllogisms’ or arguments such asthe

following example:

Gol dfish thrive in sunlight

Tunas thrive in sunlight.

(Theinformation above the line is taken as a premise which is assumed to be true, then thetask isto
evauate the likelihood of the conclusion, below theline)) Despite the gpparent smplicity of this
task, there are avariety of interesting phenomenathat are associated with inductive arguments.
Taken together, these phenomenareved agreat dea about what people know about categories and
their properties, and about how people use their generd knowledge of the world for reasoning.

The god of this chapter isto take initid steps towards applying an account from Bayesian
datistics to the task of evauating inductive arguments. A Bayesian model may be considered an
optimal account of induction that, idedly, would make predictions that bear some resemblance to
what people actudly do in inductive reasoning tasks.

Assumptions for Rationd Andysis

The Bayesian modd presented here is meant to be a computationa-level account (Marr,
1982), inthat it is a description of the task that is performed in evaluating inductive arguments, rather
than a detailed process-level account. In this way, the Bayesian account fulfils the first step of
Anderson’s (1990) scheme for rationd analyses, specifying the goals of the system during a
particular task. However, this account does not contain other ements of arationa analyss, such
as adescription of the environment. For inductive reasoning, the environment might be something as
large as al properties of dl objects, or al beliefs about properties of objects, and it is not clear how
adescription of the environment would be undertaken. The Bayesian mode for inductive reasoning



does have one other dement in common with Anderson’s moddss, though: the use of Bayesan
gatistics. Anderson has shown for severa tasks the vaue of considering peopl€'s prior hypotheses
aong with the new information thet isavallable. Bayesan gaidtics, with its methods for deriving
posterior digtributions by putting together prior distributions with new evidence, is especidly
appropriate for such analyses. For inductive reasoning, too, it seems gppropriate to develop a
modd that consders peopl€ s prior knowledge as well as the new information contained in the
premises of an inductive argument.

The Bayesian analysis of induction depends on three assumptions, which represent a new
way of conceptualising inductive reasoning a the computationd level. The following assumptions

refer to a canonicd inductive argument of the form:

Category A1 has Property P
Category A2 has Property P

Category Ap has Property P

Cat egory B has Property P.

Assumption 1. Evauating an inductive argument is conceived of as estimating the range of
Property P. The range of Property P refers to which categories have P and which do not. Inits
amplest form, the range of P can be thought of as a function that maps a set of categories onto the
vaues{True, Fdseg}. (However, more eaborate schemes would be possible, for example adding a
Don't Know vaue) Thus, & its core, induction is conceived of as akind of learning about
properties, in which people try to form a better estimate of the range of a property. This conception
may seem novel; on the surface the god of induction might gppear to be drawing an inference about
Category B rather than learning about Property P.

Assumption 2. When learning about nove properties, people rely on a number of prior
hypotheses about the possible ranges for properties. Most notably, people initidly assume that
nove propertieswill be distributed like dready-known properties. For example, if someone learns
anew fact that dogs have substance P in their blood, a number of hypotheses may be raised,
derived from anumber of known properties. One hypothesis could be that the property “has
substance P’ isa property of dl animals, anaogous to the known property “isaliving thing.”
Another hypothesisis that “has substance P’ is true only of mammals, like the known property “has



hair or fur.” Still another hypothesisisthat the novel property istrue for dogs and false for dl other
animds, like the known property “is consdered man’'s best friend.”

Because people dready know about a number of familiar properties, it isassumed that in
genera, people entertain a number of hypotheses about the possible range of a new property. For
example, people might smultaneoudy consider the hypotheses that * has substance P’ isan dll-
anima property, amamma-only property, and adog-only property.

Assumption 3. The premisesin an inductive argument (Category A1 has Property P, €tc.)
serve as new evidence, and they are used to strengthen or weaken the hypotheses about Property P
using Bayes's Theorem. Again, the god of induction isto come up with a better estimate of the
range of Property P, and this process may be described in terms of standard Bayesian revison
mechanisms applied to the hypotheses dready under consderation. To give asmple example, if a
person learns that dogs have substance P in their blood, and that sheep also have substance P in
their blood, then the hypothesis that this property is true only for dogs must be ruled out. The next

section shows in more detail how these cdlculations would be carried out.

The Bayesan Modd

It is helpful to present the modd in the context of asmple example. Let's say that a person
is eva uating inductive arguments concerning just two categories of animals, cows and horses.
People know quite a few properties of animals, but these known properties must fall into four types:
propertiesthat are true of cows and horses, properties that are true of cows but not horses,
properties that are true of horses but not cows, and properties that are not true of either cows or
horses. These four types of known properties can serve as four hypotheses when reasoning about
nove properties, because any new property must aso be one of these four types. (The modd dso
has been extended to ded with propertiesthat are true for proportions of cases, such as a property
that istrue for 10% of dl cows, but thisissue is not congdered directly in this chapter.) These four
types of properties are listed in Table 1, with cases where the property istrue for a category shown

in boldface for emphasis.



Tablel

Hypothesis No Range Degree of Prior Bdlief
1 Cow > True .70
Horse-> True
2 Cow > True .05
Horse -> Fase
3 Cow -> False .05
Horse-> True
4 Cow -> False .20

Horse -> False

Asshown in Table 1, a person would have prior beliefs about these hypotheses. For
example, the value of .70 for hypothesis 1 represents the belief that there is a 70% chance that a
new property would be true of both cows and horses. This high vaue could reflect the high degree
of amilarity between cows and horses, and that people know many other animal propertiesthat are
true of both cows and horses. (The particular numbers are used only for illugtration at this point.)
However, the person might see a 5% chance that a new property would be true of cows and not
horses, a 5% chance that a new property would be true of horses and not cows, and a 20% chance
that the property istrue of neither category. Note that because the four hypotheses are exhaustive
and mutudly exclusive, their corresponding prior beliefs add up to 1.

This table describes prior beliefs not only about the four hypotheses but also about the two
categories. By combining hypotheses 1 and 2, it appears that the person believes there is a 75%
chance that cows would have the new property, and likewise by combining hypotheses 1 and 3, the
person believes thereis a 75% chance that horses have the new property.

At this paint, only prior beliefs have been described, embodying Assumptions 1 and 2
above. The next step isto combine these prior beliefs with new evidence, using Bayes s Theorem
according to Assumption 3. To continue with this Smple example, consder the following inductive

argument:

Cows have Property P

Hor ses have Property P.

The premise, “Cows have Property P,” is used to update beliefs about the four hypotheses, so that
a better evduation of the conclusion, “Horses have Property P,” may be achieved. In applying



Bayes s Theorem (Equation 1), the premiseistreated asthe data, D. The prior degree of belief in
each hypothesisi isindicated by P(Hj). (Note that there are four hypotheses, son=4 here) The

task isto estimate P(Hj|D), that is the posterior degree of belief in each hypothesis given the data.

P(H)P(DIH))

én-P(Hj POIH;)

j=1

P(H |D)= 1)

In Table 2, the caculations are shown for al four hypotheses, given the data that Cows have
Property P. The prior beliefs, P(H;), are sSmply copied from Table 1. The calculation of P(D[Hj) is
quite easy. Under hypotheses 1 and 2, cows have the property in question, so obtaining the data
(that cows have the property) has a probability of 1. But under hypotheses 3 and 4, cows do not
have the property, so the probability of obtaining the data must be O under these hypotheses. The
fina column, indicating the posterior beliefsin the four types of properties, has been calculated using
Equation 1. Notably, hypothesis 1, that cows and horses have the property, and hypothesis 2, that
just cows have the property, have been strengthened. The two remaining hypotheses have been
eliminated from contention because they are inconsstent with the data or premise that cows have the

property.

Table2
Degree of Prior Posterior Belief
Hypothesis No Bdief P(Hi|D)
Range P(Hj) P(DH})

1 Cow ->True .70 1 .93
Horse-> True

2 Cow ->True .05 1 .07
Horse -> False

3 Cow -> False .05 0 .00
Horse-> True

4 Cow -> False .20 0 .00
Horse-> Fase

Findly, the vaduesin Table 2 may be used to evduate the conclusion, that horses have
Property P. The degree of belief in this concluson is smply the sum of the posterior beliefs for



hypotheses 1 and 3, or .93. Recall that before the introduction of evidence that cows have the
property, the prior belief that horses have the property was only .75. Thus, the premise that cows
have the property led to an increase in the belief that horses have the property.

Someinitia consderations. This example was meant to be asmpleillugration of how

Bayes s Theorem can be gpplied to evauating an inductive argument. At least two issues are raised
immediatdly by thisexample. Thefirg issue iswhat ese can the Bayesian andys's accomplish
beyond this smple example? The following sections of this chapter contain a number of further
goplications of the modd to interesting, well-documented, and more complex phenomenain
inductive reasoning. The benefit of the Bayesan andysisisthat afarly smple conceptudisation of
inductive reasoning facilitates the explanation of a number of experimenta results.

The second issue concerns the prior beliefs, such as the numbers in the third columns of
Tables1 and 2. How might these priors be derived? Are the exact vaues of the priors important?
These questions are fundamentad issues for Bayesan satistics (Box & Tiao, 1973; Raiffa&
Schlaifer, 1961), and no easy answers will be provided here. For initia purposes of exposition, it
will be assumed that the priors are determined by the number of known properties of each type that
are brought to mind in the context of evauating the inductive argument. It might be said that the
prior beliefs for new properties are estimated using something like an availability heurigtic (Tversky
& Kahneman, 1973) based on known properties. The basic ideais that when reasoning about
novel anima properties, people would retrieve a set of familiar animal properties from memory.
Then they would count up how many known properties are consstent with each of the four
properties, eg., how many known properties of animals are true of both cows and horses. The
priorsin Tables 1 and 2, for example, are consstent with the idea that 20 known properties are
brought to mind: 14 of type 1, 1 of type 2, 1 of type 3, and 4 of type 4.

Furthermore, it will be shown a number of timesin this chapter that the exact vaues for the
prior beliefs are not critical. For instance, in the present example, the initia degree of belief in
hypothess type 4, that neither cows nor horses have the property, was not at al important. The
posterior bdief in hypothesis 1, P(H1|D), can be cdculated smply from the prior beiefsin

hypotheses 1 and 2, P(H1|D) = P(H1) / (P(H1) + P(H2)), or .93=.70/ (.70 + .05). The
posterior beief in hypothesis 1 would be the same regardless of the value of P(Hg), aslong as
P(H1) and P(H2) maintain the same ratio to each other. The issue of derivation of priors will be

returned to at severd pointsin this chapter.



Basic Phenomenain Inductive Reasoning

This section will address three well-documented results in inductive reasoning: Smilarity,
typicdity, and divergty effects. What these results have in common isthat they depend on the
categories in the inductive arguments and not so much on the property being projected. These three
phenomena were identified by Rips (1975) and Osherson, Smith, Wilkie, Lopez, & Shafir (1990;
see Osherson, Stern, Wilkie, Stob, & Smith, 1991, for further evidence), and they are so close to
the core of inductive reasoning that any complete mode of induction would need to address them.

Smilarity Effects

The most widespread and robust finding in inductive reasoning is abasc amilarity effect.
For example, “ Cows have Property P, therefore Sheep have Property P’ is a stronger argument
than “ Cows have Property P, therefore Ferrets have Property P.” (Osherson et d., 1990; Rips,
1975). People are more willing to project a property of cowsto asmilar category (sheep) than to
alessamilar category (ferrets). In reasoning about these three categories, there are eight possible
hypotheses about Property P, as shownin Table 3.

Table3
Degree of Prior Posterior Belief
Hypothesis No Bdief P(Hi|D)
Range P(Hj) P(DIH})

1 Cow > True 40 1 .67
Sheep -> True
Feret -> True

2 Cow ->True .05 1 .08
Sheep -> False
Ferret -> False

3 Cow -> False .05 0 .00
Sheep -> True
Ferret -> False

4 Cow -> False .25 0 .00
Sheep -> False

Ferret -> True



5 Cow -> True 15 1 .25
Sheep -> True
Ferret -> Fase

6 Cow > True .0 1 .00
Sheep -> False
Feret -> True

7 Cow -> False .0 0 .00
Sheep -> True
Fere -> True

8 Cow -> False .10 0 .00
Sheep -> False
Ferret -> False

The prior beliefsin the third column were chosen to illustrate prior knowledge about cows,
sheep and ferrets. Because cows, sheep, and ferrets are al mammals, and thus would share many
anatomica properties, afairly high prior belief for hypothesis 1 (.40) was chosen. Because cows
and sheep are amilar in other ways tha differ from ferrets, ardaivey high vaue for hypothess 5
(.15) was chosen. And since cows and ferrets do not have many (or any?) properties in common
which are not shared by sheep aswell, avaue of 0 was assgned to hypothesis 6. The other values
in column 3 are not criticd to thisillugtration of the amilarity effect.

What happens when the premise is given, that cows have Property P? As shown in column
4, some of the hypotheses are inconsistent with this evidence. For example, hypothess 3, that the
new property is asheep-only property, can be ruled out from the premise that cows have the
property. It would be impossible to observe the data that cows have the property under hypothesis
3. After goplying Bayes's Theorem, the pogterior beliefs shown in column 5 are obtained. Only
three hypotheses are left standing: It is a property of dl three animads (hypothesis 1), it is a cow-only
property (hypothesis 2), or it is a cow-and-sheep property (hypothesis 5).

From these values in column 5, estimates can be calculated for the two conclusions under
congderation. The probability that sheep have Property Pis .67 + .25 = .92, and the probability
that ferrets have the property isjust .67. Hence asmilarity effect is obtained: Asserting the premise
that cows have some property leads to a stronger conclusion for asimilar category, sheep , than for
alessamilar category, ferrets.

Doesthe smilarity effect depend on the particular values of prior beliefs shown in column 3
of Table 3? Infact, asmilarity effect would be predicted for awide range of values. Table4
shows the same information asin Table 3, presented symbolicaly rather than numericaly. Only the
prior beliefs that are critica to the caculations are shown.



Table4

Hypothesis No

Range

Cow -> True
Sheep -> True
Ferret -> True

Cow -> True
Sheep -> False
Ferret -> Fase
Cow -> False
Sheep -> True
Ferret -> Fase
Cow -> False
Sheep -> False
Fere -> True

Cow ->True
Sheep -> True
Ferret -> False

Cow ->True
Sheep -> False
Ferret ->True

Cow -> False
Sheep -> True
Fere ->True

Cow -> False
Sheep -> False
Ferret -> Fase

Degree of Prior
Bdief
P(Hi)

a

P(DIHj)

Poserior Belief
P(Hi|D)

al(at+b+c+d)

b/ (at+b+c+d)

c/(a+b+c+d)

di(a+brc+d)

The pogterior belief that sheep have the property is (a+c) / (atb+c+d), whereas the

posterior belief that ferrets have the property is (at+d) / (atb+c+d). Clearly, people will make a

stronger inference about sheep than ferrets whenever c is greater than d. In other words, people

will be more willing to project anovel property from cows to sheep than from cows to ferrets

whenever people dready know more common properties for cows and sheep than for cows and

ferrets. Thisassumption seems rather plausible and it suggests that smilarity effectswill be

predicted for avery broad range of prior beliefs.

10
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Evaudion Of course, the Bayesan mode’s predictions extend beyond cows, sheep, and
ferrets. For any three categories X, Y, and Z, the model predicts stronger projections of anew
property from X to Y than from X to Z to the extent that X and Y have more known propertiesin
common than X and Z. The Bayesan modd simply implements what Mill (1874) characterised as
the “ conviction that the future will resemble the past.” It will be shown in the remaining examplesin
this chapter that this Smple idea can help explain a consderable range of phenomenain inductive
reasoning beyond the smple smilarity effect.

Typicdity Effects

Whereas amilarity effectsin induction are highly intuitive and perhaps even obvious, the
remaining effects, including typicdity effects, are more subtle. Demongrations of typicdity effectsin
induction indicate that when it comes to premises, not dl categories are created equal. Some
categories, when used in premisesin an inductive argument, have a greater impact than other
categories. To used Goodman's (1955) term, it could be said that typica categories have greater
entrenchment than atypical categories (see aso Rips, 1975; Shipley, 1993). Consider the following
two arguments:

Cows have Property P

Al'l Mammal s have Property P

and

Ferrets have Property P

Al'l Mammal s have Property P.

The first argument, with atypica premise category, seems stronger than the second, with an atypica
premise category. Thereis considerable evidence that typicdlity effects are widespread. For
example, Rips (1975) looked a alarge number of inductive arguments involving pairs of mammals
or birds, and found that the typicdity of the premise category was a sgnificant predictor of the
overdl srength of the argument. Osherson et d. (1990), among others, have obtained Smilar
results, with adult subjects, and Carey (1985) and Lopez, Gelman, Gutheil, and Smith (1992) have
obtained typicdity effects with children.
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One reason for these typicdity effects could be that typical categories, such as cows, are
representative of their superordinates, whereas atypica categories, such asferrets, are believed to
be idiosyncratic compared to their superordinates. Hence anovel property of cows may well be a
property of al mammas, whereas anove property of ferrets could be just another idiosyncratic
ferret property. These beliefs about typica and atypica categories areillugtrated in Table 5, with
“Mammd” referring to All Mammads,

Table5
Posterior
Degree of Posterior Bdief
Hyp Prior Bdlief Bdief P(Ferret| P(Hj|
No Range P(Hj) P(Cow|Hj)  P(HjlCow) Hi) Ferret)
1 Cow->True 5 1 71 1 .63
Fere->True
Mammal->True
2 Cow->True A 1 14 1 A3
Feret->True
Mammal->False
3 Cow->True A 1 14 0 .00
Ferret->False
Mamma->Fase
4 Cow->Fase 2 0 .00 1 .25
Ferret->True
Mamma->Fase
5 Cow->Fase A 0 .00 0 .00
Ferret->False

Mamnma->Fdse

Note that there are only five logica posshilities, e.g., if dl mammals have some property,
then it must be true of cows and ferretsaswell. The critica number hereisthe prior belief in
hypothesis 4, in column 3. Here people would have ardaively strong belief thet ferrets are
idiosyncratic compared to cows and other mammals. In other words, people believe that ferrets
have properties that make them different from other mamma's (perhgpsin terms of size and how
they move). In comparison, the prior belief for hypothesis 3 is lower, suggesting that people have
less of abdief that cows differ from other mammals. The fifth column of the table shows the
posterior beliefs in the five hypotheses, given the premise that cows have some novel property.
Likewise, the seventh column shows the posterior beliefs, given the premise thet ferrets have a novel
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property. The bdiefsin the conclusion, that dl mammas have the property, are indicated by the
posterior belief in hypothesis 1. Given that cows have the property, the mode predicts a 71%
chance that dl mammals have the property. But given that ferrets have the property, the model
predicts only a 63% chance that al mammals have the property. Because of the strong prior belief
that ferrets have idiosyncratic properties, it is more difficult to project anove property of ferretsto
other animals.

With some agebra, it can be shown that the Bayesian modd predicts typicdity effectsina
very wide range of Stuations, and the effect illusirated here does not depend on the particular
numbers chosen for the prior beliefs. Indeed, cows will be seen as stronger premise categories than
ferrets whenever the prior belief in hypothesis 4 is greater than the prior belief in hypothesis 3.
Going beyond cows and ferrets, the Bayesian modd predicts that a category will make a particularly
poor premise whenever people believe that the category is so atypica that it dready has a number
of idiosyncratic properties, so that some new property of the category may well so be an

idiosyncratic property.

Evduation The Bayesan modd is able to explain the weakness of projections from
atypicd categories such as ferret by resorting to people’ s prior beliefs that atypical categories have
other idiosyncratic properties that make them different from other categories. This conjecture may
seem plaugble for an animal such as ferret, which could be as encoded as being amammal thet is
particularly smdl, elongated, and fast-moving. However, this account must assume that people
know more properties (or a least more idiosyncratic properties) of atypica categories than typica
categories. Do people redly know more properties of ferrets than of familiar animals such as dogs?

What is critica to the modd is not the actua number of properties known as much as the
drengths of beliefs. A person might have avery strong belief that ferrets are odd, idiosyncratic
mammals, without being ableto give along list of ferret properties. Interms of Table 5, people
would have ahigh prior beief in hypothesis 4 which may go beyond known properties to aso reflect
a“placeholder belief” (cf., Medin & Ortony, 1989). This placeholder represents the strong belief
that ferrets have a number of idiosyncratic properties that may be presently unknown to the person
doing the reasoning. A person might think “Ferrets are really odd animals, but | can't possibly state
al thereasonswhy.” Recently, there has been consderable discussion of the possibility thet
peopl€ s beliefs about categories go beyond knowledge of properties to beliefs about category
essences that do not easily correspond to listable properties (e.g., Gelman, Coley, & Gottfried,



1994). The Bayesan andysis builds on this essentidist account, with the added assumption that
atypica categories have more idiosyncratic essences than typica categories. Clearly, it would be
ussful to evauate this assumption further, in future empirical work.

Findly, it isinteresting to point out the ties between the modd’ s account for smilarity effects
and the modd’ s account for typicality effects. The mode predicts that people will make relatively
wesk inferences between dissmilar categories, such as cows and ferrets, whenever people know
other properties that are true of cows but not true of ferrets.  Likewise, the model predicts relatively
wesk inferences from an atypica category, such asferrets, to al mammals, because ferrets are
thought to have other properties tha are not true of dl mammas. To explain each effect, what is
critical isthe idiosyncrasy of the premise category relative to the concluson category. If the premise
category has known properties that are idiosyncratic (not true of the conclusion category), then
people will be rdaively reluctant to project anove property from the premise to the conclusion.

Diversty Effects

One of the fascinating findings in inductive reasoning is that while atypical category can
make a strong premise, two typical categories together can make a worse case than one typica
category and one atypica category together. Congder the following arguments:

Cows have Property P
Hor ses have Property P

Al'l Mammal s have Property P
and

Cows have Property P
Ferrets have Property P

Al'l Mammal s have Property P.

People tend to find arguments such as the one with cows and ferrets stronger; arguments
with premises that contain a diverse set of categories are favoured over arguments that contain a
narrow range of categories (Osherson et d., 1990). In the present example, cows and horses
together make aweaker case even though horses are more typica than ferrets. Intuitively, cows

and horses are so Smilar that finding out that horses have some property adds little information when

14



you dready know that cows have the property. On the other hand, getting information about ferrets
seemsto tell you something that you don’t aready know.
The Bayesan andyss of the divergty effect isillusrated in Table 6. With four different

categories under consideration, there are sixteen (24) types of hypotheses, but only four of them are
relevant to the present example. The remaining hypotheses must have a zero prior bdief dueto
logica necessity, or these hypotheses do not affect the eva uation of the conclusion that al mammals
have property P. The mogt criticd prior belief in thisilludration is the rdatively high belief in
hypothesis 3, indicating a high number of known properties common to cows and horses.

When Bayes s Theorem is gpplied, a compound event of two premisesis treated asthe
data, D. For thefirst argument, D is Cows have Property P AND Horses have Property P. And
for the second argument, D is Cows have Property P AND Ferrets have Property P. For example,
column 4 refers to the event that both cows and horses have the property in question. Thefifth and
seventh columns show the posterior estimates given the two different sets of premises. The
Bayesan andysis predicts a sronger conclusion that al mammals have the property given cows and
ferrets (.67) compared to being given cows and horses (.57).

15

Table 6
Posterior Posterior
Bdlief Bdief
Hyp Degree of P(Hil P(Hil
No Range Prior Belief P(Cow& Cow& P(Cow& Cow&
P(Hi) HorselHj) Horse) Ferret|Hj) Ferret)
1 Cow->True 4 1 57 1
Horse->True
Feret->True
Mammal->True
2 Cow->True A 1 14 1
Horse->True
Ferret->True
Mamma->Fase
3 Cow->True 2 1 .29 0
Horse->True
Ferret->False

Mamma->Fase



4 Cow->True A 0 .00 1 A7
Horse->False
Ferret->True
Mamma->Fase

In brief, the Bayesian account predicts diversity effects becauseit isunlikely thet if two very
different categories share a property, that they will be the only categories to have this property. The
properties shared by cows and ferrets, such as having fur and being warm-blooded, tend to be true
of other mammasaswell. Hence anovd property of cows and ferrets seems likely to be
distributed the same way, and thus true of other mammals. In contragt, two very smilar categories
are more likely to have some idiosyncratic Smilarities. For example, there are properties of cows
and horses, such as“typically raised on afarm,” that are not true of other mammals. Hencethereis
agood chance that anove property of cows and horses will likewise not extend to al mammals.

Again, this prediction of adiversty effect is highly robust across different assumptions about
prior beliefs and different pecific numbers. The only congtraint is that the prior belief in hypothesis
3 must be higher than the prior belief in hypothesis 4. In other words, people must believe that
cows and horses have more properties in common than do cows and ferrets. This condraint just
about embodies the idea of diversity of categories, hence the Bayesian modd predicts quite
generdly that less diverse sets of premises will make weaker arguments than more diverse sets of

premises.

Evaduation The Bayesan account of the diveraty effect illustrates how this smple mode can
explain increasingly complex phenomena beyond the basic amilarity effect, and its variant, the
typicality effect. No new assumptions are needed by the mode to account for diversity effects.
Indeed, cows and horses in the premise make aweak argument here for the same reason that
ferretsin the premise made aweak argument in the previous section. An atypical category (eg.,
ferret) islikely to have known idiosyncratic properties, so it is hard to project anovel property from
this category. Likewise, two very Smilar categories (e.g., cow and horse) are likdly to have some
idiosyncratic propertiesin common, so it would be rlatively hard to project anove property from
this pair of categoriesin the premise of an inductive argument.

Diversity effects have turned up quite robustly for adult subjects (Osherson et d., 1990),
but, interestingly, Gutheil and Gelman (1997) and Lopez et d. (1992) have reported that young
children do not show diversity effects. Thislack of divergty effect poses a problem for the Bayesian

16



account, which makes a quite strong prediction here. Thereisno easy way for the Bayesian mode
to not predict diversty effects. One possible avenue for explaining young children’s lack of
divergty effects would be to examine their prior knowledge about animas, which could differ from
that of adults (and hence children’ s inductions would differ aswell). Another possible attack on this
issue would be to question young children’s ability to perform complex tasks such as evauating
logicd arguments with anumber of premises. Perhaps arguments with multiple premises could
cause memory problemsfor children. In such cases, one or more premise categories might be
ignored or forgotten, so that diversity effects could not be a possibility. Perhaps further experiments
could be devised that make the induction task easer, so that young children might have fewer
performance problems and possibly show diversity effects.

Phenomena Involving Meaningful Properties

The preceding examples have focused on how induction is influenced by the categoriesin an
inductive argument, e.g., whether thereisatypical category in the premise such as cow or an
atypica category such asferret. However, just asdl categories are not created equd in inductive
reasoning, not al properties are equa ether: People reason differently depending on what Property
P actualy is. Some previous work (e.g., Rips, 1975; Osherson et d., 1990), while documenting a
number of interesting category-based phenomena, has only looked at fairly unfamiliar, or “blank,”
anatomica properties of animals, such as “has sesamoid bones’ or “has BCC initsblood.” For
such unfamiliar properties, it seems plaugible that the property itself haslittle influence on reasoning.
But inductive reasoning with blank propertiesis only one facet of inductive reasoning more broadly
conddered, in which the property itself plays an important role. The remaining examplesin this
chapter show some influences of properties on induction. Importantly, the Bayesian model provides

anove framework for addressing these phenomena.

Projectible Versus Non-Projectible Properties

The first property-based phenomenon to be described is aclassic in inductive reasoning.
Goodman (1955), in posing hisriddle of induction, noted that some properties are more projectible,
or more easly projected, than other properties. Some properties seem particularly transent or
idiosyncratic, and they seem unlikely to project from one category or individua to another. (Again,

perception of idiosyncrasy comes up asacrucid issueininduction.) To use an example from
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Gelman (1988), imagine that you see arabhbit eating dfdfa Y ou can probably conclude that other
rabbitswould like to et dfdfaaswell. But if you see arabbit that is dirty, you probably would not
conclude that other rabbits are dirty aswell. What makes “eats dfalfa’ a more projectible property
than “isdirty”? The Bayesian modd itself does not answer this question, but it does provide away
to represent information about projectibility and use it in reasoning.

Table 7 illustrates four hypotheses about a pair of rabbits and whether each one likesto eat
dfdfa (Notethat here the illugtration shifts to inferences about individuas, whereas the previous
examples referred to inferences about categories. The modd is applied in the same manner in ether
cae) Inaway, the prior beliefsin column 3 represent a great dedl of ignorance. For example, the
prior belief that Rabhit 1 likesto eat dfdfais.5 (the sum of hypotheses 1 and 2) and likewise the
prior belief that Rabhbit 1 does not liketo eat dfafais.5 (sum of hypotheses 3 and 4). Similarly,
people see a 50% chance that Rabbit 2 likes to eat afdfa and a 50% chance that it does not.
However, the prior beliefsin column 3 aso encode a dependence between the two rabbits. From
summing up hypotheses 1 and 4, there is an 80% chance that the two rabbits will be dike, ether
both eating dfadfa or both not eating it. Thus, by enumerating the four possible types of hypotheses
and prior beliefsin each one, it is possible to represent the belief that “1 don't know whether rabbits
eat dfdfa, but probably they are dl dikein therr food preferences”

Table7
Pogterior Bdlief
Degree of Prior P(Hj|Rabbit 1
Hypothesis No Range of Bdief P(Rabhit 1 Eats EasAlfdfa)
EasAlfdfa P(Hj) AlfdfgHj)

1 Rabbit 1 -> True 4 1 .8
Rabbit 2-> True

2 Rabbit 1-> True A 1 2
Rabbit 2 -> Fase

3 Rabbit 1 -> Fase A 0 .0
Rabbit 2 -> True

4 Rabbit 1 -> False 4 0 .0
Rabbit 2 -> False

In this Stuation, finding out that Rabbit 1 likesto eat dfdfais quite informative. When
Bayes s Theorem is gpplied after this premise is consgdered, hypotheses 3 and 4 are ruled out
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entirdy, and the remaining hypotheses are srengthened. The belief that Rabbit 2 likes to eat dfdfa
increases from .5t0 .8.

In contrast, consider arepresentation of beliefs for “isdirty,” shownin Table8. Just asin
Table 7, thistable shows a prior bdief that there is a 50% chance that Rabbit 1 has the property in
question (sum of hypotheses 1 and 2) and that there is a 50% chance that Rabbit 2 has the property
(sum of hypotheses 1 and 3). However, unlike Table 7, the third column of Table 8 suggests that
the property in question is digtributed evenly among the four hypotheses. For “isdirty” in Table 8,
people see no contingency between what Rabbit 1 has and what Rabbit 2 has, but for “ests dfdfa’
in Table 7, people see a postive contingency between the two individuds. (It would aso be
possible to represent intermediate degrees of contingency between these two possibilities, or even
to represent a greater degree of contingency than shown by Table 7.) Given the premise that Rabbit
1isdirty and applying the Bayesan modd, it can be seen that the posterior belief that Rabbit 2 is
dirty isthe same asthe prior belief: 50%. In this case, finding out information about one individud
having a non-projectible property does not change beliefs about another individua, whereasin the
case of the projectible property “eats dfadfa” finding out about one individua does change bdliefs
about another. (See Nisbett, Krantz, Jepson, and Kunda, 1983, for other examples of projectibility
effects)

Table 8
Posterior Belief
Degree of Prior P(Hj|Rabbit 1 Is
Hypothesis No Range of Belief P(Rabbit 1 Is Dirty)
Is Dirty P(Hi) Dirty[Hj)
1 Rabbit 1 -> True .25 1 5
Rabbit 2 -> True
2 Rabbit 1-> True .25 1 5
Rabbit 2 -> False
3 Rabbit 1 -> Fase .25 0 .0
Rabbit 2 -> True
4 Rabbit 1 -> Fase .25 0 .0
Rabbit 2 -> False

Evduation The point of this example was smply that the Bayesian account can represent

information about projectibility of properties, and that the model makes sensible predictions using



thisinformation. Aswill be noted in the Generd Discussion, other models of inductive reasoning do
not incorporate information about projectibility a al, so the Bayesian modd does provide an
advance over past work. The crucia ingght provided by the Bayesian account is that beyond prior
beliefs about whether or not an individual such as Rabbit 2 has a property, the digtribution of bdliefs
across hypotheses isimportant. In particular, the distributiond representation maintains beliefs
about contingencies between different categories.

Stll, it would be desirable to know how these prior beliefs concerning projectibility come
about. Why does the model have different digtributions of prior beliefsfor “eats dfdfa’ and “is
dirty”? Following the spirit of Bayesian accounts, it is assumed that these priors will largely come
from past observations. For example, people might know or believe that food preferences are fairly
uniform within categories of animals, e.g., cows egt grass and chickens don't eat mest. Therefore,
the priors for another food preference, egting dfdfa, in Table 7 would reflect the belief thet this
property islikely to be uniform across rabhits, so that any two rabbits will either both eet dfadfaor
both not eat dfdfa Similarly, people have experience with transent or idiosyncratic propertieslike
“isdirty.” They may have seen adirty cat Stting near aclean cat. This experiencethat “isdirty” is
not uniform within anima categories could provide the priors shown in Table 8.

This explanation for how priors come about is heavily memory-based, but the process of
coming up with priors would involve reasoning as well as memory retrieval. Congder the property
“has ablue cotton ball stting on its head.” People would probably believe this property to be non-
projectible, that is, seeing that one individua has a blue cotton bal on its head does not help you to
make inferences about another individua. Chances are, people would not have had any direct
observations of this property in the past, so the derivation of prior beliefs for this property would
necessarily include some reasoning to determine what prior knowledge is relevant to the property.

Goodman (1955) has suggested that we aso have abstract beliefs, called overhypotheses,

describing the scope of properties such as food preferences and transient properties (see also
Shipley, 1993). An example of an overhypothesis would be “ different kinds of animals est
characteristic foods.” Such overhypotheses could also be used as a source of priors. Thus,
reasoning about particular propertiesislikely to be influenced by specific knowledge of known,
individua properties as well as by more genera, abstract knowledge of classes of properties (Heit,
1997).
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Different Kinds of Properties

Although it might seem from the previous section that some properties (the projectible ones)
are good for inductive reasoning and other properties (the non-projectible ones) do not promote
inductive reasoning, the picture is actualy more complicated and more interesting. Depending on
the argument, that is, depending on the categoriesin an inductive argument, a particular property
may be projectible or non-projectible or somewhere in between.

Consder the following example, from Heit and Rubingtein (1994). For atypicd blank
anatomical property, such as*has aliver with two chambers,” people will make stronger inferences
from chickens to hawks than from tigers to hawks. Because chickens and hawks are from the same
biologica category, and share many interna properties, people are quite willing to project a novel
anatomical property from one bird to another. But Since tigers and hawks differ in terms of many
known internd biologica properties, it seemslesslikely that anovel anatomica property will project
from one to the other. Thisresult illustrates the priority of biologica categories that has been
observed in inductive reasoning (e.g., Carey, 1985; Gelman, 1988).

However, now consider the behavioura property “prefersto feed at night.” Heit and
Rubingtein (1994) found that inferences for behavioura properties concerning feeding and predation
were weaker between the categories chicken and hawk than between the categoriestiger and
hawk--the opposite of the result for anatomica properties. Here, it seemsthat despite the
consderable biological differences between tigers and hawks, people were influenced by the known
smilarities between these two animasin terms of predatory behaviour, thus making strong
inferences about a nove behavioura property. In comparison, chickens and hawks differ in terms
of predatory behaviour (with chickens tending to be pacifists), thus people were less willing to
project anovel behavioura property between these two animals. Putting together these results, it
seems that each property is more projectible for a different pair of animas. It isnot smply the case
that some properties are dways more projectible than other properties.

This pattern of results can be derived in a sraightforward manner using the Bayesan modd.
For ordinary anatomica properties such as “has aliver with two chambers,” the mode would
predict an overdl smilarity effect, i.e., inferences would be stronger from hawks to chicken than
from tigersto chickens. (Seethe earlier section on Similarity Effects, and Table 3, for acomparable
example) Itisassumed that in reasoning about a novel anatomical property, the prior hypotheses
would reflect the greater number of shared biologica properties between the two birds, chickens



and hawks, and thus the nove property would be projected more readily from chickens to hawks
than from tigers to hawks.

In contrast, when reasoning about a novel behavioural property such as “prefersto feed at
night,” a person would derive priors based on other known behavioura properties. The critica

assumption for the Bayesan andysisisthat different propertieswill recruit different prior beliefs. In
the previous section on projectibility, it was assumed that different digtributions of prior hypotheses
would be derived for “eats dfadfa’ and “isdirty.” Likewise, hereit is assumed that for reasoning
about anovel anatomica property, known anatomical properties will be used to derive the priors,
whereas for anove behavioura property, known behavioura properties will be consdered. For
example, aperson might consider known facts concerning whether various species prey on weaker
animds, and whether they use sharp claws for attacking, to derive priors like thoseillustrated in
Tables9 and 10.

Table 9illudtrates a Stuation where a person has retrieved afairly large number of
behaviourd properties held in common by tigers and hawks, leading to a strong prior belief in
hypothesis 1, that tigers and hawks have the property in common. In Table 10, there is a somewhat
weeker belief in hypothesis 1, that chickens and hawks have the property in common. (Note that
chickens and hawks do have a number of birdlike behavioursin common, even though they differ in
terms of predation.)

Table9
Degree of Prior
Hypothesis No Bdief Pogterior Belief
Range P(Hj) P(TigersHi) P(Hi[Tigers)

1 Tiger ->True .50 1 a7
Hawk -> True

2 Tiger -> True A5 1 .23
Hawk -> False

3 Tiger -> Fdse A5 0 .0

Hawk -> True
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Table 10
Degree of Prior Pogterior Belief
Hypothesis No Bdief P(Chickeng| P(Hj|
Range P(H;) Hi) Chickens)
1 Chicken -> True 40 1 .62
Hawk -> True
2 Chicken -> True .25 1 .38
Hawk -> False
3 Chicken -> False .25 0 0

Hawk -> True

Asshown in Tables 9 and 10, the Bayesian account would predict that after the premise,
that tigers prefer to feed at night, is given, there would be a fairly strong posterior belief in the
conclusion that hawks act the same way (.77). In contragt, the inference from chickens to hawks
would be weaker, only .62. Hence, the Bayesan mode can predict the pattern of results obtained
by Heit and Rubingtein (1994) for anatomica and behavioura properties.

Evduation In accounting for this result, as well as the results on projectibility, the Bayesan
account must rely on different prior beiefs for different properties. These examples are vauable
because they show how inductive reasoning is influenced not only categories but by properties as
well astheinteraction between the two. Oneway of describing the results of Heit and Rubinstein
(1994) isthat for reasoning about anatomica properties, people favour anatomicaly-smilar pairs of
animass, such as chickens and hawks, but for reasoning about behavioura properties, people favour
behaviourdly-amilar pairs of animas, such astigers and hawks. Aswill be noted in the Generd
Discussion, other models of inductive reasoning cannot explain this result because they rey ona
sngle measure of Smilarity. In contrast, the Bayesan modd predicts this pattern of results naturaly,
with the assumption that when reasoning about a particular kind of novel property (anatomicd or
behaviourd), familiar properties of the same kind are recruited in order to set up the priors.

Of course, the Bayesian account is somewhat incomplete in that it does not describe this
recruitment processitsaf. However, it does seem extremely plausible that people would be able to
perform the steps in reasoning assumed by this Bayesian account. For example, it seems quite
plausible that people could determine that “prefersto eat a night” concerns an anima’ s behaviour,
and that they could retrieve prior knowledge about other behaviours of animals.
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Properties Depending on Differences Rather Than Similarity

All of the previous examplesin this chapter were consistent with the principle that Smilarity
promotes inductive reasoning. Given the premise that a category has some property, it will seem
likely that another, Smilar category has that property aswell. But for some properties, and some
categories, smilarity seemsto block inferences rather than promote them. For example, a the time
of writing this chapter, Chel sea were st to face Middlesbrough for the FA Cup, in the
championship match of the English football season. Chelseawere favoured to win by most footbal
supporters, but these people had an additional kind of prior knowledge aswell. Asillustrated by
Table 11, the two events, “Chdseawins’ and “Middlesbrough wins” are mutudly exclusve,
Therefore thereis zero prior belief in hypothesis 1, that both teams win, and likewise thereis zero
prior belief in hypothess 4. In this Stuation, the information that Chelsea wins would be extremely
informative. After application of Bayes s Theorem, the conclusion would be wholly in favour of
hypothesis 2, that Middlesbrough would not win as wdl, as shown in the fifth column. The premise
that Chelseawins must rule out hypothesis 3, that Middlesbrough wins. Here, information that one
footbal team has the property “winsthe FA Cup in 1997” promotes the inference that another
footbal team does not have this property. It isinteresting to compare the priorsin Table 11 to the
priorsin Table 7, which show a postive rather than negative contingency between two events.

Table11
Degree of Prior
Belief Pogterior Belief
Hypothesis No Range P(Hj) P(Chelseg|Hj) P(Hj|Chelsea)
1 Chelsea->True 0 1 0
Middlesbrough -> True
2 Chelsea ->True .6 1 1
Middlesbrough -> False
3 Chelsea -> Fase 4 0 0
Middlesbrough -> True
4 Chelsea-> False 0 0 0

Middlesorough -> False

Smith, Shafir, & Osherson (1993) provided a more complex and subtle example where
inferences go in the opposite direction of what overal smilarity would predict. Consder the
following two arguments:



Poodl es can bite through barbed wire

German Shepherds can bite through barbed wre
and

Dober mans can bite through barbed wire

German Shepherds can bite through barbed wre.

Clearly thereis greater Smilarity between Dobermans and German shepherds than between
poodles and German shepherds. Y et people find the first argument stronger than the second. An
informa way to judtify thisreasoning isthat if poodles, arather wesk and tame kind of dog, can bite
through barbed wire, then obvioudy German shepherds, which are much stronger and more
ferocious, must be able to bite through barbed wire aswell. This property, “can bite through
barbed wire,” seems to depend on the magnitude of other dimensions such as strength and ferocity.

In Table 12, prior beliefs about this property and the three kinds of dogs areillustrated.
These prior beliefs in the third column reflect a considerable degree of uncertainty about this
property, in that the priors are fairly widely distributed over the eight possible types of hypotheses.
Mog criticaly, however, people would have little or no prior belief in hypothesis 2, that the weak
poodies can bite through wire and the stronger dogs cannot. Thus, as shown in the fifth column, the
premise that poodles can bite through barbed wire would strongly promote the inference that the
other dogs can do so aswell. The posterior estimate that German shepherds can bite through
barbed wire would be .84, adding up the values for hypotheses 1 and 6.

In contragt, if a person is given the premise that Dobermans can bite through wire, this may
well be a property of Dobermans aone. The posterior estimate for hypothesis 3, that Dobermans
aone can hite through wire, would remain at .18 after gpplication of Bayes's Theorem to derive the
seventh column.  This hypothesis would compete with the others, and make it more difficult to
conclude that German shepherds can bite through barbed wire. The posterior estimate for German
shepherds having this property would be .72, taking the sum of the vauesin the seventh column for
hypotheses 1 and 7.
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Table 12
dDegree of ferior Belief P( Posterior
P rior Belief (Poodl € P(Hj| )oberman| dief P(Hj|
Range P(Hi) Hi) Poodle) Hi) )oberman)
Poodle->True .20 1 .67 1 .36

Doberman->True
5. Shepherd->True

Poodle->True .0 1 .00 0 .00
Doberman->Fase
3. Shepherd->False

Poodle->False .10 0 .00 1 .18
Doberman->True
3. Shepherd->False

Poodle->False .10 0 .00 0 .00
Doberman->Fase
5. Shepherd->True

Poodle->True .05 1 A7 1 .09

Doberman->True
5. Shepherd->False

Poodle->True .05 1 A7 0 .00
Doberman->Fase
5. Shepherd->True

Poodle->False .20 0 .00 1 .36
Doberman->True
5. Shepherd->True

Poodle->False .30 0 .00 0 .00
Doberman->Fase
3. Shepherd->False

To summarise, the Bayesian account depends on the prior belief that it is unlikdy that
poodies aone would have an idiosyncratic property requiring greet strength, so the prior belief in
hypothesis 2 is quite low. Hence, finding out that poodles can bite through wire leads to a strong
conclusion that other dogs can perform thisfeat aswell. In contragt, it seems more likely that
Dobermans will be able to perform some feats of strength unmatched by other dogs. It seems more
plausible that biting through wire could be a Doberman-only property, thusit is harder to project this
property from Dobermansto other dogs.

Evaudion These examplesillugrate the flexibility of the Bayesan account. Not only can
the Bayesian account predict avariety of smilarity-based effects, but it can dso explain a number of



resultsin which amilarity does not seem to promote induction.  Although similarity-based reasoning
isdtill probably the norm, there are anumber of exceptions beyond these two examples. Smith et
a. (1993) suggested a number of properties smilar to the * can bite through barbed wire” And
there are a number of red-world situations like the FA Cup where than can only be one winner,
such as eections and other contests, or where there is a negative contingency between events.

One drength of the Bayesian modd are that it provides away for representing the prior
knowledge that smilar categories do not aways promote each other, and that it predicts the right
results given this prior knowledge. Ancther strength isthat thisfairly smple modd provides alink
between avaried set of phenomena. Here, people are relatively reluctant to project a property from
Dobermansto other dogs, because they have aprior bdief that Dobermans are idiosyncratic in
other ways. Thisidiosyncrasy-based account is at the heart of the Bayesian modd’s predictions for
mogt of the phenomenain this chapter. However, the main limitation of the Bayesian account is,
again, that it does not describe how the prior knowledge in column 3 would be assembled. Still, it
does seem extremdy plausible that people do have bdiefs compatible with the prior knowledge
assumed in Tables 11 and 12.
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Generd Discusson

Comparison to Other Models

The Bayesan model presented here is not the only forma modd of how people evauae
inductive arguments. Indeed, it is predated by at least three recent models. Osherson et a. (1990),
Smith et d. (1993), and Soman (1993). It is beyond the scope of this chapter to describe these
modelsin detal. Briefly, however, the Osherson et a. (1990) and Sloman (1993) models are well-
developed mathematicad models that use information about Smilarity between categoriesto predict a
wide range of phenomena with unfamiliar, blank properties, including the amilarity, typicdity, and
diversity effects described in this chapter. Indeed, these two models make very smilar predictions;
one main difference between the two modelsis that Soman’s modd isimplemented asa
connectionist network. In spite of these models' success at accounting for arange of results, these
models do not address how the content of the property to be projected affects inductive reasoning.
That is, these models do not distinguish between projectible and non-projectible properties, they
would rely on asingle measure of similarity for different kinds of properties, and they would tend to
make smilarity-based predictionsin cases where smilarity does not actualy promote induction.

Out of fairnessto these modds, it should be noted that these models could concelvably be extended
to address how properties influence inductive reasoning, but as presented the models treet dl
properties the same, and do not address the phenomena in the second half of this chapter.

In contrast, the Smith et d. (1993) modd does address some of the phenomena with
meaningful properties. Indeed thismode uses information about dependencies between properties
to provide an elegant account of reasoning about properties, such as “bites through wire” that
depend on the magnitudes of other dimensions, and this mode can aso account for basic smilarity
effects. However, thismode does not address other central phenomena such as typicality and
diversty effects, or the differences between projectible and non-projectible properties.

Although it istempting to treet the Bayesian modd as a compstitor for these other three
models, it is better to think about how these models support and complement each other. The
Bayesan model may account for awider range of results than any one of these models taken aone,
but for any particular phenomenon that the Bayesian model and another model do make predictions,
the two models would generdly predict the same pattern of results. For example, both the Bayesan
mode and the Osherson et d. (1990) mode can account for smple smilarity effects, and it is
unlikely thet results on smilarity effects could be used to distinguish one modd from the other.



Instead, it is useful to note that the Bayesian modd provides a computationd-level
description and justification for why some phenomena occur. The other three models are somewhat
closer to Marr's (1982) dgorithmic level, and they may provide aricher description of the
psychologica processes that might take place in performing inductive reasoning. In other words, the
Bayesian mode provides a broad framework for thinking about the more speciaised models, and
the Bayesian modd can be used to explain why the other accounts are successful. For example, the
account from Osherson et d. (1990) of amilarity effectsis successful because it doeslead to the
same results as the Bayesian mode, which might be interpreted as representing the optimal or
normative solution to the reasoning task.

This enterprise of using the models to complement each other rather than compete with each
other is supported by the large number of phenomenathat can be explained by both the Bayesian
modd and at least one other modd. Indeed, the Bayesian model can account for severd other
phenomena described by Osherson et a. (1990), but space considerations have required these
results to be omitted. Likewise, there seem to be deeper connections between how the Bayesian
moded works and how these other models operate, but these connections will be a subject for future
work.

Testing the Bayesan Modd

Despite this pleafor cooperation rather than competition between moddls, it is natura to
want to test the Bayesan modd further. Firg off, it is clear that Sometimes the Bayesian moddl
makes the wrong predictions. For example, as mentioned earlier, the Bayesan modd makesa
strong prediction of diversity effects, but young children have not shown diversity effects (Guthell &
Gelman, 1997; Lopez et d., 1992) and the Bayesian model does not have an easy account for this
non-finding. There are other cases where people seem to make fdlacious inferences and the
Bayesan modd can predict that people will get the answer right. Consder the following arguments,
from Osherson et d. (1990):

Flies have Property P

Bees have Property P

and
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Flies have Property P
Or angut ans have Property P

Bees have Property P.

People tend to find the second argument weaker than the first, even though it seems hard to
judtify this point logicaly, given that the second argument includes the premise of the first argument
aswell as additiond positive information about the property. In contrast, the Bayesian model can
predict that the second argument is at least as strong as the first argument. Thus, the Bayesian
model may be fadfiableif it does not capture the conditions under which people show this non-
monotonic result.

Stll, for the large number for phenomenafor which the Bayesian model does predict the
right results, it would seem desirable to test its account further. One chalenge in testing the
Bayesan modd isthat its predictions depend on the values used for prior biefs i.e., the numbersin
column 3inthetablesin this chapter. (However, as noted in many cases the exact values are not
too critical.) Similarly, the other models of induction (Osherson et d., 1990; Smith et d., 1993;
Soman, 1993) aso depend on information about festures or Smilarity being fed in, so the
requirement of specifying peopl€' s prior knowledge is not unique to the Bayesian modd.

One possible way to test the Bayesian modd would be to collect information from subjects
about alarge number of familiar properties, for categories such as cow, ferret, horse, and so on.
Thisinformation could be used to estimate the priors, for example, in Tables 1 through 6 in this
chapter. If 70% of the familiar anima properties tested are believed to be true of both cows and
horses, then avaue of .7 would be assigned as the prior bdief for hypothess 1in Table 1. There
would be some practical issuesto be overcome, such as deciding which propertiesto use for this
enterprise. (Perhaps a set of properties could be culled from a science textbook.) Also, some
method might be needed to weight properties differentidly, rather than counting dl properties asthe
same. Another, more theoretical, consideration is that prior beliefs would not always correspond to
known properties. As noted in the section on typicality effects, people might sometimes have strong
prior beliefs about deeper essences of categories in addition to beliefs about known properties. For
example, people might have a strong belief that ferrets are an unusud and idiosyncratic mammal,
without actudly knowing alarge number of ferret properties.

A different gpproach for testing the Bayesian modd would be to assess derived predictions
of the modd, rather than gpplying the modd directly to festure listings or feature ratings. For
example, the Bayesian mode explains severd effects, incdluding smilarity effects, typicdity effects,



diversty effects, and projectibility effects, in terms of peopl€e’s prior beliefs about idiosyncrasy of
properties. It could be possible to collect people s direct judgements about idiosyncrasy, bypassng
the need to ask people to rate alarge number of known properties for aset of categories. The
Bayesan modd would predict that suitable judgements of idiosyncrasy would be highly correlated
with inductive srength.

Whileit would be quite desirable in future work to collect information about peopl€e' s prior
beliefsin order to test the Bayesian mode further, the examplesin this chapter using hypothetica
assumptions about prior beliefs sill have consderable value. These example show that under rather
plausible assumptions about prior bdiefs, the Bayesan mode can predict arange of phenomenain
inductive reasoning. Furthermore, these predictions seem quite robust; in many cases the
predictions hardly depend at al on the specific values used for most of the prior beliefsand only a
few minor congraints must apply to obtain the right resuts.

Concluson

The work in this chapter representsinitia steps towards applying a Bayesan modd to the
issue of how people evauate inductive arguments. The Bayesian analys's requires a reconception of
the inductive reasoning task in terms of learning about the range of anove property. The modd
makes the critical assumption that beliefs about a novel property are derived from prior knowledge
about familiar properties. That is, it isassumed that “the future will resemble the past.” Following
on from this reconception and this assumption, the gpplication of Bayes s Theorem isfairly
graightforward. Indeed, it is somewhat surprising that a mode with just one equation (Equation 1)
can account for such arange of results. While these initia steps do seem promising, it is clear that
further work needsto be done. These areas for future work include deriving additional information
about under what conditions the Bayesian modd can predict the correct results, extending the model
so that it can give an explanation for why people sometimes make falacious conclusons,
investigating the links between the Bayesian model and other, more process-level models of
induction, and subjecting the Bayesan mode to empirical tests using data about peopl€' s prior
beliefs.
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