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There has been a recent explosion in research applying Bayesian models to
cognitive phenomena. This development has resulted from the realization that
across a wide variety of tasks the fundamental problem the cognitive system
confronts is coping with uncertainty. From visual scene recognition to on-line
language comprehension, from categorizing stimuli to determining to what degree
an argument is convincing, people must deal with the incompleteness of the
information they possess to perform these tasks, many of which have important
survival-related consequences. This paper provides a review of Bayesian models
of cognition, dividing them up by the different aspects of cognition to which
they have been applied. The paper begins with a brief review of Bayesian
inference. This falls short of a full technical introduction but the reader is
referred to the relevant literature for further details. There follows reviews of
Bayesian models in Perception, Categorization, Learning and Causality, Language
Processing, Inductive Reasoning, Deductive Reasoning, and Argumentation. In all
these areas, it is argued that sophisticated Bayesian models are enhancing our
understanding of the underlying cognitive computations involved. It is concluded
that a major challenge is to extend the evidential basis for these models, especially
to accounts of higher level cognition.  2010 John Wiley & Sons, Ltd. WIREs Cogn Sci 2010 1
811–823

INTRODUCTION

From the point of view of the brain, nothing is
certain. Sensory input is noisy and extremely

partial: the structure of the environment must
tentatively be inferred from unreliable scraps of
information. Memory is also subject to distortion
and interference; and our view of the past thus
requires inferring a rich structure on the basis of
a sketchy and unreliable record. Linguistic input
is notoriously ambiguous, underspecified, may be
deliberately deceptive, and its significance can only
be a matter of conjecture, rather than certainty. This
uncertainty concerning what to believe is paralleled in
similar, and equally severe, uncertainties concerning
what we want, and how we should act. Yet the
brain copes with such uncertainties with surprising
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ease—the external world, our memories of the
past, and the meaning of people’s utterances, seem,
introspectively at least, to be hearteningly stable. It
is only in the light of careful experimental analysis
that the frailty of such knowledge is revealed—so that
perceptual illusions,1 the unreliability of judgement
and memory,2 and the slipperiness of linguistic
interpretation3 seem, from an introspective point of
view, rather unexpected. From this perspective, a
fundamental information processing task of the brain
is to weld scraps of information together to produce
an integrated model of the external world; and to use
this model to help determine action and choice.

How can this be done? The Bayesian approach to
cognition seeks to model this information processing
problem using the mathematical calculus of uncertain
inference: probability theory. Each conjecture about
the world is associated with a numerical degree of
belief, defined to be on the interval between 0 and
1, where 1 corresponds to absolute certainty that
the belief is true; and 0 corresponds to absolute
certainty that it is false. These beliefs can be identified
with probabilities; and a consistent cognitive agent is
required to obey the rules of probability theory—at
least, if the agent is to avoid paradoxical conclusions.

This probabilistic perspective on the mind can be
traced back to one of the origins of probability theory.
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Indeed, the very title of Bernoulli’s4 seminal book
Ars Conjectandi, ‘The Art of Conjecture’, embodies
the idea that probability captures how people actually
make conjectures; as well as providing a calculus for
helping people to make conjectures more accurately.
Thus, one important strand in the development of
probability theory viewed it directly as a theory of
thought, as well as a helpful mathematical calculus.

The probabilistic approach can be adopted
at three different levels, corresponding to Marr’s5

three levels of explanation. Computational level
explanation aims to specify the nature of the problem
that the brain faces: the goals of the system and
the structure of the environment in which these
goals must be achieved. At the computational level,
then, probabilistic methods are used to specify the
problem that the brain faces. Thus, learning to control
an arm, or use a language, might be viewed as
problems of probabilistic inference, given certain prior
assumptions; and in the light of data gleaned from
experience. Modern engineering, machine learning,
and artificial intelligence typically view a wide range
of information processing problems faced by the brain,
from motor control, to speech perception, to object
recognition from this probabilistic perspective.

Algorithmic level explanation requires specify-
ing the representations and computational operations
over those representations that constitute cognition.
Even if the brain faces probabilistic challenges, it may
be that it solves them, using some set of heuristics
or approximations which do not involve actually
carrying out probabilistic calculations. On the other
hand, though, the modern technology of probabilistic
inference, as explored in state-of-the-art engineering
and artificial intelligence systems, does provide a rich
set of hypotheses about human cognition. Cognitive
science is, after all, a process of reverse engineering;
and reverse engineering inevitably draws on the best
engineering solutions to the information processing
problems that the brain faces.

Finally, even if the brain is probabilistic at the
computational and algorithmic levels, this does not
necessarily imply that it is probabilistic at the third
of Marr’s levels of explanation, the implementational
level. Indeed, probabilistic algorithms used in speech
engineering or computer vision run on the binary logic
of digital computers. But some neuroscientists have
begun to conjecture that the brain may be probabilistic
at its very foundations—that individual neurons
may convey probabilistic information, that neural
populations may capture probability distributions,
that basic neural processes might be understood
as directly carrying out elementary probabilistic
inference.6

After providing a brief overview of Bayesian
inference, in this rest of this article we survey some
of the burgeoning research applying Bayesian mod-
els to cognition and perception. Seven sections cover
Bayesian models in Perception, Categorization, Learn-
ing and Causality, Language Processing, Inductive
Reasoning, Deductive Reasoning, and Argumentation.

BAYESIAN INFERENCE

From a probabilistic standpoint, beliefs are a matter
of degree. Each hypothesis, Hi, can be associated with
a degree of belief P(Hi); and very modest consistency
constraints require that these degrees of belief must
obey the laws of probability. Thus, the probability
distribution over the various Hi can be viewed as
characterizing prior beliefs. Suppose that Hi has
implications for the data we expect to encounter
(e.g., Hi states that the floodlights are on; which if
true, makes sense sensory inputs—roughly, the bright
ones—more likely than others). These implications
can be captured by P(D|Hi), the probability of the
data, given the hypothesis. In the light of D, we need to
update the priors P(Hi) to P(Hi|D), the probabilities of
the hypotheses, given that the data is known. A simple
identity of probability theory, Bayes’ theorem, shows
how this can be done:

P(Hi|D) = P(D|Hi)P(Hi)
P(D)

The probability of the data P(D) is not, of course,
known independently of the hypotheses that might
generate that data—so in practice P(D) is typically
expanded using the probabilistic identity:

P(D) =
∑

j

P(D|Hj)P(Hj)

Because of the centrality of the problem of updating
beliefs in the light of new information, Bayes’ Theorem
has very broad application, so much so, indeed, that
the interpretation of degrees of belief in terms of
probabilities is often known as the Bayesian approach.

If we quantify ‘degrees of belief’ numerically, as
the Bayesian approach presupposes, why should the
laws of probability theory, rather than some other
principles, define the calculus of degrees of belief?
From the point of view of cognitive science, there
are two strong arguments for adopting a probabilistic
approach. The first, mentioned above, is that violation
of the laws of probability leads to paradoxical
conclusions. Indeed, the laws of probability can be
derived from a variety of plausible, modest, but
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very different assumptions concerning how degrees
of belief should behave. Perhaps the best known
such derivation is the Dutch book theorem,7 which
shows that, under fairly general conditions, gamblers
whose degrees of belief violate the laws of probability
will happily accept a combination of bets which are,
nonetheless, guaranteed to lose money, whatever their
outcomes—which appears to be an unequivocally
irrational choice. This type of argument suggests
that, given that brains reason spectacularly well about
uncertainty, it is unlikely systematically depart from
the norms of good probabilistic reasoning by too
much—any good uncertain reasoner is, the argument
might go, to some degree a good Bayesian, that is,
probabilistic, reasoner.

In addition to this a priori line of argument, and
perhaps more persuasive from the point of view of the
practicing neuroscientist and cognitive scientist is that
the Bayesian approach is widely used in engineering
approaches to solving the types of problem faced by
the brain. Thus, the fields of computer vision, speech
recognition, computational linguistics, robotics,
machine learning, information retrieval and expert
systems, and many more, have seen a dramatic
upsurge in the application of probabilistic methods.
To the extent that the project of understanding the
mind/brain is reverse engineering, that is, attempting
to find the engineering principles that underpin neural
and cognitive function, then any credible scientific
theory has to be good engineering; and the Bayesian
approach seems plausibly to pass this test.

Below, we briefly describe the Bayesian approach
to cognition in a number of domains, ranging
from perception to learning about causal relations,
to Bayesian models of higher-level reasoning and
argumentation.

PERCEPTION
From a computational level perspective, the problem
of perception is that of inferring the structure of
the world from sensory input. This problem may
seem to be ill-posed, because any given sensory input
may have been generated by an infinity of possible
states of the world.8 From a probabilistic perspective,
the infinity of possible interpretations is not in itself
problematic. Rather, the challenge of probabilistic
inference in perception is to assign probabilities to
each of these possible interpretations, based not only
on sensory input itself, but prior knowledge. This is a
problem of Bayesian inference par excellence.

The Bayesian approach in perception has its
beginnings in Helmholtz’s9 notion of ‘unconscious
inference’, although he did not explicitly use Bayes’

rule.10 More recently, this perspective has become
increasingly influential throughout the brain and
cognitive sciences, as well as in computer vision.
Moreover, the Bayesian approach is consistent with
a broader tradition in perceptual research, the idea
that perception is analysis-by-synthesis.11 That is,
the perceptual data is presumed to be analyzed
(i.e., calculating P(H|D)) from a knowledge of the
perceptual data that would be generated by various
possible scene interpretations (i.e., from a knowledge
of P(D|H), and of course a prior distribution
P(H) over the hypotheses concerning the scenes)—a
transformation which requires the application of
Bayes’ theorem. In practice, the process of finding
an interpretation from which the perceptual data
can reasonably be generated requires a combination
of bottom-up and top-down perceptual inferences,12

a process that can be captured computationally by
recent methods such as Data-Driven Markov Chain
Monte Carlo.13 Thus, the Bayesian approach to
perception requires that the perceptual system is
able to generate sensory input, as well as being
able to perceive it; and hence provides a natural
explanation of the existence of imagery, consistent
with some existing psychological theories,14 and with
experimental data indicating the influence of top-
down perceptual processes.15

Bayesian models of perception have been
subjected to direct experimental test in a number of
domains (e.g., the integration of sensory cues16). And
a wide variety of computational models of empirical
findings in perception have been put forward, ranging
from low-level image intepretation,17 shape from
shading,8,18 and shape from texture,19 to boundaries
interpolation.20,21 There has also been an explosive
growth in theories in the field of computational neu-
roscience which view specific neural mechanisms as
carrying out probabilistic computations, from lateral
inhibition in the retina,22 to the activity of single
cells in the blow-fly,23 or to populations of neurons
including the accumulation of sensory evidence.6

Indeed, it turns out that a large class of
apparently non probabilistic models of perception can
also be accommodated into the Bayesian framework.
A long tradition in perception, often viewed as stand-
ing in direct opposition to the Bayesian approach, is
based on simplicity: the perceptual system is assumed
to choose an interpretation of sensory input that pro-
vides a briefest encoding of the sensory data. Here, the
starting point for the perceiver is a coding language:
a representational system in which scenes, and the
sensory inputs that they deliver, can be represented.
According to simplicity-based explanations, for exam-
ple, Gestalt principles, such as common fate (grouping
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objects with the same movement together, such as a
flock of birds) or good continuation (assuming align-
ment between items, even when occluded, typically
indicates they should be grouped, or perhaps part of
the same object, for example when the outline of an
animal is seen through dense foliage), arise because
of a preference for simple codes—codes which specify
a single motion direction for the entire flock, rather
than for each bird individually; or specify the position
of a single occluded object, rather than independently
coding the positions of each object fragment. Yet
it turns out that simplicity-based approaches to
perception24–31 are mathematically equivalent to the
Bayesian approach, under mild conditions.32 The
choice of coding language can be viewed as implicitly
specifying a prior probability distribution—such that
items that have a brief representation in the language
have relatively high prior probability.

CATEGORIZATION
Understanding perceptual input involves the creation
of categories. Categorization allows generalization
from one category member to another; and also allows
the formulation of abstract relations defined over
categories, rather than concrete items. From a formal
point of view, categorization is an aspect of high-level
perception, where categorization of the items is in the
scene is just one of many pieces of information that
must be recovered from sensory input. In cognitive
psychology, early theories of categorization focused
on supervised categorization—that is, learning a
category from a set of examples, labeled with
their category. The two main theoretical approaches
both focused on similarity between the item to be
classified to a prototypical category exemplar,33,34 or
alternatively to one of a set of category exemplars.35

While initially formulated in probabilistic terms, both
types of theory have increasingly been formulated
from a Bayesian point of view.36–40 Roughly speaking,
the prototype view of categorization can be viewed as
assuming that categories corresponds to the Gaussian
(or similar) blobs, which may potentially overlap, in
some feature space; and the problem of categorization
is to work out, given an item, the probability
distribution over the Gaussian blobs that may have
generated it. According to the simplest formulation,
we assume that the participant is certain that the new
item is generated by one of the previous encountered
categories; but in reality, of course, it is possible
that a new item is generated by a category that has
not been previously encountered. Thus one extension
of the prototype approach, from a probabilistic
point of view, is to allow that, in response to a

new item, an agent may postulate a new category;
and therefore that the number of categories may
grow, perhaps unboundedly, as the number of items
categorized increases. This type of ‘nonparametric’
categorization model is widely used in Bayesian
models of categorization, from Anderson41 through
to Griffiths et al.42 and Goodman et al.43. Exemplar
models can then be seen as a limiting case of this class
of model.44

Viewing the problem of categorization as a
matter of probabilistic inference provides more than
an interesting notational variant of initial non
probabilistic formulations. On the one hand, it
provides a fresh perspective on the explanation for
classic psychological data. So, to take a simple
example, the finding that people are usually able
to classify more typical category members more
rapidly than less typical category members34 has a
natural interpretation: that the features of prototypical
items provide more unequivocal evidence for the
specific category membership than do less prototypical
items; and hence fewer such features needs to be
processed, on average, for a category judgment
to be made reliably. Moreover, the probabilistic
framework provides a starting point for a wide
range of generalizations, which may take account
of the fact, for example, that a single item may be
a member of multiple categories45; that the prior
assumptions that underpin categorization may be
powerfully influenced by background theories46; or
that the relative importance of different features, and
even the choice of appropriate features, may itself
depend on the category being considered, and have to
be learned.45

LEARNING AND CAUSALITY
Conditioning in animals has traditionally been
conceived as a matter of the formation of associations,
which might be presumed to form on the basis of, for
example, the constant conjunction of two events, or
their spatial and temporal proximity. Nonetheless, a
wide variety of empirical findings has indicated that
the animal may be viewed as an intelligent problem
solver,47 attempting to figure out the structure of the
world, from available contingency data. Thus, for
example, the discovery of blocking,48 that once an
animal has learned that an outcome is predicted by
one cue, it is less liable to associate that outcome
when the second cue is added; however reliable that
second cue may be, may be suggest that the animal
already has an ‘explanation’ of the outcome; and
hence no further explanation, for example, in terms
of the second cue, is required. To the extent that
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the animal is regarded as making inferences about
the structure of the environment from observed data
concerning the arrival of lights, tones, food pellets,
or shocks, the problem that the animal faces appears
closely analogous to the general problem of scientific
inference, and hence to be naturally modeled with a
Bayesian framework.49–51 From this point of view,
well-known conditioning phenomena, such as that
a contingency that has been reliably reinforced is
extinguished more rapidly than a contingency that has
been partially reinforced, has a natural probabilistic
explanation. If a contingency is typically reliable, then
after a few ‘extinction’ trials, there is already strong
evidence that the state of the world has changed and
that the strong tendency is no longer in operation;
on the other hand, if the contingency is initially
unreliable, then a few such trials are to be expected
by chance, in a case, and hence the animal will be
slower to reach the conclusion that the world has
changed, and that the contingency is no longer in
operation. This type of phenomenon is difficult to
account for according to some mechanistic associative
accounts, because the association formed by partial
reinforcement is simply assumed to be weaker, and
for this reason should be expected to be eliminated
more rapidly.

Similarly, a variety of probabilistic models
have been put forward to explain human judgment
of contingency and causality, when learning from
experience. Cheng,52 for example, has put forward
a ‘probabilistic contrast’ model of human causal
judgment, according to which the strength of a causal
relationship is assumed to be measured by the contrast
between probability of the effect, in the presence of
the cause, and the probability of the effect in the
absence of the cause. Griffiths and Tenenbaum53

have proposed a Bayesian model in which the
existence of, and the nature of, a potential causal
relationship between events is itself inferred from the
observed data. This account aims to explain empirical
data concerning both how the structure of causal
relationships can be learned, as well as the strength
of those relationships, which is the primary concern
of Cheng’s model. Sloman and Lagnado,54 moreover,
have directly studied the role of intervention in human
causal judgments.

According to many standard philosophical
accounts of causality, the existence of causal relation
between two events A and B depends on counterfac-
tual claims about whether, for example, B would still
have occurred even if A had been ‘blocked’, leaving
everything else unchanged as far as possible. Thus, for
example, pressing the ‘alarm set’ button on the alarm
clock appears to be causally related to the alarm clock

going off many hours later, in view of our belief that,
had the button not been pressed, the alarm would not
have sounded. On the other hand, we do not assume
that alarm clock sounding is caused by the chiming
of the church clock next door, even if this regularly
occurs very few seconds before, because we know that
if some intervention occurred to stop the church clock
is chiming, the alarm sounds nonetheless. It turns out
that it is possible to construct a calculus of causal
intervention within a probabilistic framework55,56;
and there has been recent experimental work attempt-
ing to determine how far this framework can provide
a useful model of human causality judgments, when
intervention is allowed.54

Finally, there has been a very promising line of
research in cognitive development, exploring Bayesian
network models of contingency learning, causal
learning, and learning from intervention, throughout
development.57 For example, Gopnik et al.57 discuss
a variety of experiments,58,59 which demonstrate
that pre-school children have the ability to learn
causal structures. In particular, this knowledge can
be revealed by the nature of the interventions children
choose to perform on the experimental apparatus
embodying the causal relationships. This knowledge
is independent of the frequency information available
in the experimental set up and does not appear to be
learnable within non-Bayesian frameworks.

Note though, that contingency is a relatively
weak source of information about causal relation-
ships. In observing the relationship between an object
and its shadow, for example, the fact that the shadow
has roughly the same shape as the object that casts it,
that the shadow moves predictably when the object
moves, and that, in many cases at least, the shadow
and object connect smoothly at the object base, pro-
vide powerful indications of the existence of a relation-
ship between the two; a trail of footprints in the sand
can reasonably be causally attributed to the recent
passage of feet purely in virtue of their shape and
arrangement. Indeed, a variety of classic psychological
demonstrations of ‘perceptual’ causality60 and even
causal relations underpinned by social interactions,61

appear to be perceived essentially instantaneously,
without requiring prior learning. A strength of the
Bayesian approach is that it is, in principle, possible
to build models which include richer representations
of the physical structure of the environment, or prior
knowledge about other aspects of the physical and
social world, such that examples of this kind can
readily be captured. Such work is at an early stage62;
but, for example, there has already been significant
progress in constructing computational models of the

Volume 1, November/December 2010  2010 John Wiley & Sons, L td. 815



Overview wires.wiley.com/cogsci

attribution of intentions to an agent, from observing
the agent’s behavior.63

LANGUAGE PROCESSING
Probabilistic approaches have also been influential
in recent accounts of language processing and
acquisition.64 Within linguistics, it has been standard
to view probabilistic aspects of language as of
marginal importance, although mainly the study of
syntax. Language is often viewed as a set of well-
formed strings, which are generated by a symbolic
grammar, and associated, through systems of symbolic
rules, with phonological and semantic representations.
The mappings between phonology, syntax, and
semantics can be fully described, according to this
point of view, without reference to probabilities.
Probability is, nonetheless, fundamentally involved
in language processing and acquisition in a number of
ways.

Notice, for example, that the problem of
analog-to-digital conversion, that is, turning an
extremely rich and complex acoustic waveform into a
discrete phonological representation is an enormously
challenging problem of uncertain inference. The
speech wave is typically highly locally ambiguous,
and can only be disambiguated by piecing together
large numbers of locally ambiguous cues, together
with background knowledge concerning the speaker,
the topic being discussed, and so on. Unsurprisingly,
speech technology draws on a rich repertoire of
probabilistic methods including hidden Markov
models, and neural networks.65 Probability plays a
similar role in helping to construct a globally coherent
parse (and associated semantic representation), in the
light of the notorious local ambiguity of natural
language, whether such ambiguity is lexical (e.g.,
bank as financial institution or geographical feature),
syntactic [e.g., I saw the man (with the telescope)
vs. I saw (the man with the telescope)], or semantic
(e.g., all the witnesses saw a burglar running from
the scene, which might or might not be interpreted
as implying that each witness all the same burglar).
Again, a globally coherent parse and interpretation
of a sentence can only be achieved by integrating
these locally ambiguous cues, together with relevant
background knowledge; and, just as in the problem
of perception, the natural framework in which to
consider such integration is probabilistic inference.

Traditional theories of parsing have not,
however, taken a probabilistic standpoint; indeed,
such accounts have often, instead, focus purely on
structural features of the competing parses.66 Research
over the last decade and a half has, however,

increasingly suggested that a probabilistic integration
of multiple cues is used by the language processing
system in order to determine the most probable parse
and interpretation of the input.67–69

As with other aspects of learning, it is also
natural to view the problem of acquiring a language
as an example of uncertain inference. Any finite set of
linguistic data available to the child will be compatible
with an infinite number of languages; and the child
must learn to generalize from the observed input to be
able to successfully produce and understand linguistic
material that has never previously been encountered.

From a non probabilistic point of view, the
problem of learning a language appears almost
insuperably difficult; it will, for example, be extremely
hard for the learner to distinguish between, say,
normal English and a version of English with one
additional constraint, for example, that it is not
grammatically acceptable to begin and end a sentence
with the word fish, to include more than five adjectives
in a noun phrase, or to use a sentence whose sequence
of words forms a palindrome (disallowing dogs chase
dogs). These possible variants of English would be
extremely difficult to rule out, because the structures
that they disallow are extremely rare, and might not
be expected to occur more than a few times, if at all,
during childhood. From a probabilistic point of view,
these variations need not be ruled out unequivocally,
but rather assigned a very low prior probability (e.g.,
on the basis that prior probability should be inversely
related to complexity); from a non probabilistic point
of view, such possibilities either need to be ruled out
entirely, or pose genuine problems for the learner.
Note, though, that languages do exhibit numerous
apparently arbitrary constraints, which learners are
able to successfully learn. So, for example, the child
must infer that, while it is acceptable to say I made the
clock break, I broke the clock, and I made the clock
disappear, it is not acceptable to say I disappeared
the rabbit, even though the meaning of this string of
words is entirely clear. Learning the absence of certain
linguistic possibilities has often been viewed as posing
‘logical’ problems for language acquisition, however,
much data the child receives.70 From a probabilistic
standpoint, it is possible to show that learning is
possible in principle, given sufficient data.71 More
important, perhaps, Bayesian analysis of language
acquisition provides the tools to assess the prior
information that the learner must possess, in order
to learn these and other regularities, given realistic
estimates of the data available to the child.72

There has, moreover, been increasing interest in
building statistical computational models, although
not always using a strictly Bayesian framework,
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which can potentially model the acquisition of a
variety of aspects of phonology, syntax and semantics,
ranging from the acquisition of morphology, to
syntactic categories, and broad semantic classes73–76;
and there has been substantial progress in developing
computational models that are able to learn phrase
structure and dependency relations from corpora
of untagged text.77 From the point of view of a
Bayesian analysis, the problem of language acquisition
remains formidable indeed; but significant progress
has been made both in developing specific models of
learning, and defining methods for determining what
is learnable in principle.

INDUCTIVE REASONING
Inductive reasoning involves drawing conclusions that
are probably true, given a set of premises. Conse-
quently, a rational Bayesian approach seems uniquely
suited to model induction. Inductive reasoning con-
trasts with deductive reasoning, in which the conclu-
sion must necessarily follow from a set of premises.
In contrast, two inductive arguments can each have
some degree of inductive strength (Figure 1).

There is now a well-documented set of empirical
regularities on inductive reasoning (see Ref 78, for
a more extensive review). These demonstrations
all use inference patterns like that in figure 1.
Rips,79 looked at how people project properties
of one category of animals to another (Figure 2(a)
and (b)). He found that the more similar the
premise category is to the conclusion category the
stronger the inference (Figure 2a). He also found
that the more typical the premise category [bluejays
(typical) vs. geese (atypical)] the stronger the inference
(Figure 2b). Using multiple regression analyses, Rips
found distinct contributions of premise-conclusion
similarity and premise typicality (see Ref 80 for
further investigations of similarity and typicality
effects).

Using similar materials, Nisbett et al.,81 found
that participants were very sensitive to the perceived

Cows have sesamoid bones

All mammals have sesamoid bones

All mammals have sesamoid bones

Ferrets have sesamoid bones

(a)

(b)

FIGURE 1 | Inductive arguments vary in strength. The conclusion in
argument (a) may seem stronger, or more probable given the evidence,
than the conclusion in (b).

Rabbits have sesamoid bones

Dogs (Bears) have sesamoid bones

Bluejays (Geese) have sesamoid bones

Blue tits have sesamoid bones

This Barratos islander is obese

All Barratos islanders are obese

This Shreeble is blue

All Shreebles are blue

Cows require vitamin K for the liver to function

Cows require vitamin K for the liver to function

Horses require vitamin K for the liver to function

All mammals require vitamin K for the liver to function

Ferrets require vitamin K for the liver to function

All mammals require vitamin K for the liver to function

(a)

(b)

(c)

(d)

(e)

(f)

FIGURE 2 | Empirical effects. (a) Similarity: when premise and
conclusion are more similar (rabbits–dogs) inference is stronger than
when they are less similar (rabbits–bears). (b) Typicality: typical
categories (bluejays) lead to stronger inferences than less typical
(geese). Variability: variable categories (c) lead to stronger inferences
than less variable categories (d). Diversity. : diverse categories (f) lead
to stronger inferences than less diverse categories (e).

variability of the conclusion category. After just one
case, variable categories (Figure 2(c)), for example,
people on an imaginary island (Barratos) with
respect to obesity, lead to weaker inferences than
non-variable categories, such as imaginary birds
(Shreebles) with respect to color (Figure 2(d)). Nisbett
et al.81 also systematically varied the given number of
observations. For example, participants were told that
1, 3, or 20 shreebles had been observed. Inferences
were stronger with increased sample size (see also Ref
80). Osherson et al.80 showed that diversity of cases
also affects inductive strength, that is, Figure 2(f) is
considered stronger than Figure 2(e). This diversity
effect runs in the opposite direction to the typicality
effect: Whereas a typical premise category leads
to a fairly strong inductive argument (Figure 2(b)),
an argument with two typical premise categories
(Figure 2(e)) is weaker than an argument with a typical
premise and an atypical premise (Figure 2(f)).
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A rational Bayesian model82 views evaluating an
inductive argument as learning for which categories
a property is true or false. In Figure 1(a), the goal is
to learn which animals have sesamoid bones. For this
novel property, hypotheses must be derived from prior
knowledge about familiar properties. People know
some facts that are true of all mammals (including
cows), but they also know some facts that are true
of cows but not some other mammals. The question
is which of these known kinds of properties does the
novel property, ‘has sesamoid bones’, resemble most,
an all-mammal property, or a cow-only property?
Crucially it is assumed that novel properties follow
the same distribution as known properties. Because
many known properties of cows are also true of other
mammals, argument Figure 1(a) seems fairly strong.

As well as typicality, a Bayesian model also
addresses the other key results in inductive reasoning.
Similarity effects arise because given that rabbits have
sesamoid bones, it more likely that dogs do rather
than bears, because rabbits and dogs share more
known properties than rabbits and bears. Diversity
effects are also addressed. Figure 2(e) will access many
idiosyncratic properties true just of large farm animals
and so a novel property of cows and horses may seem
idiosyncratic to farm animals. In contrast, Figure 2(f)
could not access familiar idiosyncratic properties true
of just these two animals, so prior hypotheses must
be derived from known properties that are true of
all mammals or all animals. We have focused here
on a narrow class of inductive inference problems
that have been especially well-studied empirically.
But recent Bayesian models have analyzed a wide
range of inductive problems, which can be naturally
formulated and modeled in probabilistic terms.83,84

DEDUCTIVE REASONING

Work on ostensibly deductive reasoning tasks reveals
many apparent errors and biases when performance is
compared to classical logical standards.85 The recent
emergence of rational Bayesian models casts this per-
formance in a better light by comparing performance
to a probabilistic standard.86,87 Such models have been
developed in all the three main areas investigated in
the psychology of reasoning, conditional inference,88

data selection,89 and syllogistic reasoning.90 The key
idea behind them all is that the conditional prob-
ability, P(q|p), provides the meaning of conditional
statements, if p then q (e.g., if you turn the key then
the car starts), and so P(if p then q) = P(q|p). This
latter identity is called The Equation.91,92 To illustrate

the application of rational Bayesian models in this
area, we concentrate on conditional inference which
is currently the most researched topic in the area.

Four inference patterns have mainly been stud-
ied: two which are logically valid: modus ponens
(MP) and modus tollens (MT), and two falla-
cies: denying the antecedent (DA) and affirming the
consequent (AC) (Figure 3). Classical logic predicts
endorsement of the valid inferences and rejection
of the fallacies. However, all four inferences are
endorsed above 50% and in the characteristic order:
MP > MT > AC > DA93 revealing a large discrep-
ancy between performance and logical expectations.

The core intuition behind a rational Bayesian
model of conditional inference is that it must account
for the non monotonicity of everyday informal
reasoning with conditionals.94,95 Classical logic is
monotonic (Figure 4(a)) and hence is unable to
account the ability of additional information to defeat
previously derived conclusions (Figure 4(b)). The only
recourse is to question the premises, e.g., in Figure 4(b)
to suggest that birds fly is false. But surely, while
defeasible, this is a very useful generalization that we
would not want to reject as false.

The Bayesian approach is to adopt The
Equation and to treat conditional inference as
Bayesian conditionalization.87,88 That is, people are
trying to determine the posterior probability of
the conclusion, P1(flys(a)), given they now know
that the categorical premise holds with certainty,
P1(bird(a)) = 1 (Figure 4(a)). By Bayesian condition-
alization, P1(flys(a)) = P0(flys(a)|bird(a)), that is, the
posterior probability of the conclusion equals the prior
conditional probability of the conclusion given the cat-
egorical premise. Note that this approach easily han-
dles non monotonicity, for example, P0(flys(a)|bird(a))
= 0.9 and P0(flys(a)|bird(a),Ostrich(a)) = 0 are per-
fectly probabilistically consistent (Figure 4b).

This approach cannot immediately apply to
MT and the fallacies because, for example, DA
requires knowledge of P0(¬flys(a)|¬bird(a)) and
there is insufficient information in the premises

(MP)
p ⇒ q, p

p ⇒ q, ¬p

∴ q

∴ ¬q
(DA)

(MT)

p ⇒ q, q

∴ p

p ⇒ q, ¬q

∴ ¬p

(AC)

FIGURE 3 | The valid inferences, modus ponens (MP) and modus
tollens (MT), and the fallacies, denying the antecedent (DA) and
affirming the consequent (AC), investigated in conditional inference.
These inference schema are to be read that if the list of premises above
the line are true so must be the conclusion below the line.
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triangle(x ) ⇒ 3 – sides(x ), triangle(a) triangle(x) ⇒ 3 – sides(x), triangle(a), red(a)

bird(x) ⇒ flys(x), bird(a), Ostrich(a)

∴ 3 – sides(a)

∴ flys(a) ∴ ¬flys(a)

∴ 3 – sides(a)
→

→

(a)

(b)
bird(x) ⇒ flys(x), bird(a)

FIGURE 4 | Monotonic (a) and non-monotonic (b) conditional inference by MP. In (a), the additional information, that the particular triangle a is
red, cannot override the original conclusion that qua triangle, a has three sides. In contrast, in (b), the additional information, that the particular bird
a is an Ostrich does override the original conclusion that qua bird, a can fly.

FIGURE 5 | Bayesian conditionalization. P0 = prior
probability, for example, prior to learning that a is a
bird; P1 = posterior probability, for example, after
learning that a is a bird. By Bayesian conditionalization
P1(flys(a)) = P0(flys(a)|bird(a)). Note that (a) and
(b) are perfectly probabilistically compatible, that is,
Bayesian conditionalization is non-monotonic.

bird(x) ⇒ flys(x), bird(a)

∴ flys(a) ∴ P1(flys(a)) = 0.9

∴ P1(flys(a)) = 0

(a)

(b)

P0(flys(x) | bird(x)) = 0.9, P1(bird(a)) = 1

P0(flys(x) | bird(x)) = 0.9, P1(bird(a)) = 1, P1(Ostrich(a)) = 1

to determine this probability. This is actually also
true of P0(flys(a)|bird(a)) for MP, which on the
subjective view of probability (see Introductory text)
must be determined by reference to global world
knowledge via the Ramsey Test, that is, add the
antecedent, bird(a), to one’s stock of beliefs, make
minimal adjustments to incorporate it, and then
read off the probability of the consequent, flys(a),
this is P0(flys(a)|bird(a)) (Figure 5). To determine
the conditional probabilities for DA, AC, and MT
requires the assumption that the priors P0(flys(x))
and P0(bird(x)) are also available from global world
knowledge. Figure 6 show shows how well the
Bayesian conditionalization model accounts for the
principle data on conditional inference.

ARGUMENTATION

Reasoning and decision making often takes place in
the service of argumentation, that is, the attempt

to persuade yourself or others of a particular,
perhaps controversial, position.97 The rational Bay-
esian approach has been extended to at least some
aspects of argumentation.98 On this view concern
centers on how the premises, P, of an argument
affect the probability of the conclusion, C. If
P(C|P) is high then the argument has high inductive
strength.

This account has been applied most directly
to reasoning fallacies in the attempt to understand
how some instances seem to be good arguments
while others do not.99 For example, the classical
so-called argument from ignorance, or argumentum
ad ignorantiam, has many seemingly very weak
exemplars:

Ghosts exist, because nobody has proven

that they don’t (1)

FIGURE 6 | Fit of the Bayesian
conditionalization model to the empirical data.
(a) the fit of the standard account presented in the
text; (b) the fit provided by classical logic (modified
to incorporate error); (c) the fit of a modified
Bayesian conditionalization model.96
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However, other exemplars of this argument form seem
quite strong in scientific and everyday discourse:

This drug is safe, because no-one has

found any toxic effects (2)

The classic tool brought to the analysis of fallacies,
formal logic, is widely acknowledged to be completely
unable to explain the difference between (1) and
(2).99 More recent pragma-dialectical approaches,97

which argue that fallacies arise due to the applica-
tion of rules of argumentation outside the discourse
context in which they apply, similarly cannot dis-
tinguish (1) from (2). This is simply because (1) and
(2) could appear in exactly the same discourse con-
text but (2) would still be regarded as stronger
than (1).98

The rational Bayesian approach distinguishes
(1) and (2) in terms of their inductive strength. Essen-
tially, adequate tests of toxicity exist to establish with
a high probability that a drug is safe. However, there
are no adequate tests of the non existence or existence
of Ghosts that could establish with high probability
that Ghosts exist. The Bayesian approach assumes
that P(C|P) is calculated by Bayes’ theorem which
dictates the factors which should influence people’s
assessments of argument strength.

According to this approach, the argument in
(2) corresponds to negative test validity, P(¬T|¬e),
that is, the probability that a drug is not toxic (safe)
given there is no evidence of toxicity. This nega-
tive argument contrast with positive test validity,
P(T|e) (Figure 7). By Bayes’s theorem, these quan-
tities depend on the sensitivity and selectivity of
the test and the prior belief that the drug is toxic
(Figure 7). If selectivity is higher than sensitivity—a
frequent occurrence in real world clinical and psy-
chometric tests—then positive arguments based on
P(T|e) are stronger than negative arguments based on
P(¬T|¬e).96,98

P(T/e) = P(¬T/¬e) =nh

nh + (1−l )(1−h)

l (1−h)

l (1−h) + (1−n)h

FIGURE 7 | Positive (P(T|e)) and negative (P(¬T|¬e)) test validity.
These probabilities can be calculated from the sensitivity (P(e|T)) and
the selectivity (P(¬e|¬T)) of the test and the prior belief that T is true
(P(T)) using Bayes’ theorem. Let n denote sensitivity, that is,
n = P(e|T), l denote selectivity, that is, l = P(¬e|¬T), and h denote
the prior probability of drug A being toxic, that is, h = P(T).

One Fifty

Error bars = 95% ClsR2 = .98
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FIGURE 8 | The mean acceptance ratings for Ref 100 by evidence
(1 vs. 50 experiments), prior belief (strong vs. weak), and argument type
(positive vs. negative). CI = confidence interval, (N = 84).

Figure 8 shows the effect of manipulating these
factors on peoples’ assessments of arguments strength,
using an amount of evidence manipulation which
should affect sensitivity and selectivity. Fitting the
Bayesian model to the data revealed this to be the
case: sensitivity and specificity were higher in the
high than in the low amount of evidence condition,
with P(¬P|¬C) = 0.83 and P(P|C) = 0.66 (high), and
P(¬P|¬C) = .77 and P(P|C) = 0.46 (low), respec-
tively. Moreover, sensitivity was higher than selec-
tivity. Similar Bayesian models have also been used
to analyze circular reasoning and the slippery slope
argument.98

CONCLUSION

The brain faces pervasive uncertainty. Bayesian mod-
els of cognition aim to understand a wide range
of cognitive problems involving uncertainty, ranging
from perception to high-level reasoning and argument.
Bayesian methods thus may provide a potential link
between high-level and low-level cognition that may
bridge across each of Marr’s levels of explanation.
Currently, it would be true to say that the degree
of acceptance enjoyed by Bayesian models is roughly
inversely related to the level of the cognitive phenom-
ena being modeled, that is, acceptance is greatest at
the low neural/perceptual level and decreases as one
moves toward higher level phenomena such as reason-
ing. This seems due in part to availability at the lower
level of some quite exquisitely detailed experimental
evidence relating the phenomenon to the models. Over
the coming years it will be important to see whether
similarly detailed and convincing evidence will emerge
for Bayesian models of higher level cognition.
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