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Abstract. A similar type of nonlocal nonlinear Schrodinger (NLS) system arises
in both water waves and nonlinear optics. The nonlocality is due to a coupling
between the first harmonic and a mean term. These systems are termed nonlinear
Schrodinger with mean or NLSM systems. They were first derived in water waves
by Benney-Roskes and later by Davey-Stewartson. Subsequently similar equations
were derived and found to be fundamental systems in quadratically nonlinear
optical media. Wave collapse can occur in these systems. The collapse structure
and the role of the ground state in the collapse process are studied. There are
similarities to the well-known collapse mechanism associated with classical NLS
system. Numerical simulations show that NLSM collapse occurs with a quasi self-
similar profile that is a modulation of the corresponding ground-state. Further, it
is found that NLSM collapse can be arrested by adding small nonlinear saturation.

1 Introduction

Nonlinear wave phenomena have wide physical and mathematical interest. They arise broadly
in fields such as nonlinear optics, fluid dynamics, lattice dynamics, plasma physics, and elas-
ticity (cf. [1-3]). The solutions of the governing nonlinear waves equations exhibit important
phenomena, such as stable localized waves or solitons, self-similar structures, chaotic dynamics
and wave singularities such as shock waves which have discontinuities in the derivatives and/or
wave collapse, i.e., blowup, where the solution tends to infinity in finite time or finite propaga-
tion distance. A paradigm equation that arises naturally in cubic media, such as Kerr media in
optics, is the (2+1)D focusing cubic nonlinear Schrédinger equation (NLS),

s (w,y,2) + sAu+ [uPu=0,  u(z,y,0)=uo(z,y), (1)

where u is the slowly-varying envelope of the optical wave, z is the direction of propagation,
(x,y) are the transverse directions, Au = uzs + uyy, and ug represents the initial conditions.
Remarkably, in 1965 Kelley [4] carried out direct numerical calculations of (1) that indicated
the possibility of wave collapse. In 1970 Vlasov et al. [5] proved that solutions of equation (1)
satisfy the so-called “Virial Theorem” (also called Variance Identity), i.e.,

v = (@ el =am =5 (9wl ol ®
dz2 " )= gz [\ Tyl = A, =5 U (I

where V = (9,,0y), the integrations are carried over the (z,y) plane, and H is the Hamiltonian
of equation (1), which is also a constant of motion. Using this Theorem, Vlasov et al. concluded

a

e-mail: ilkayb@itu.edu.tr



344 The European Physical Journal Special Topics

that the solution of the NLS can become singular in finite distance (or time), because a positive-
definite quantity could become negative for initial conditions satisfying H < 0. Subsequently,
Weinstein [6] showed that when the power (which is also conserved) is sufficiently small, i.e.,
N = [|ug|* = const < N., the solution exists globally, i.e., for all z > 0.

Therefore, a sufficient condition for collapse is H < 0 while a necessary condition for collapse
is N > N.. Weinstein also found that the ground-state of the NLS plays an important role in the
collapse theory. The ground-state is a stationary solution of the form u = R(r)e®, such that R
is radially-symmetric, positive, and monotonically decaying. The ground state is also obtained
from a variational principle (cf. [6]). Papanicolaou et al. [7] studied the singularity structure
near the collapse point and showed asymptotically and numerically that collapse occurs with
a quasi self-similar profile. The readers are referred to [8] for comprehensive reviews of this
issue and related studies of NLS systems. Recently, Merle and Raphael [9] analyzed in detail
the collapse behavior of NLS equaiton (1) and related equations and rigorously elucidated the
role of the self-similar asymptotic profile as collapse occurs. Interestingly, Gaeta et al. [10] have
recently carried out optical experiments in cubic media that reveal the nature of the singularity
formation. They find experimentally that collapse occurs with a self-similar profile.

There are considerably fewer studies of wave collapse, whose governing system of equations
have quadratic nonlinearities, two cases being water waves and x? nonlinear-optical media. Here
we discuss a class of related systems of which special cases are sometimes referred to as Benney-
Roskes [11] or Davey-Stewartson [12] type. More generally we refer to these systems as NLS
with mean or NLSM. The physical derivation of NLSM systems in water waves and nonlinear
optics is reviewed in section 2. Broadly speaking, the derivation of NLSM systems is based on
an expansion of the slowly-varying (i.e., quasi-monochromatic) wave amplitude in the first and
second harmonics of the fundamental frequency, as well as a mean term that corresponds to
the zero’th harmonic. This leads to a system of equations that describes the nonlocal-nonlinear
coupling between a dynamic field that is associated with the first harmonic (with a “cascaded”
effect from the second harmonic), and a static field that is associated with the mean term. For
the physical interesting models considered here, the general NLSM system can be written in
the following non-dimensional form,

T, + %(Ulum + Uyy) + o2ulul® — pugy =0,  Gup + vy, = (Juf?),, (3)

where u(z, y, t) corresponds to the field associated with the first-harmonic, ¢(z, y, t) corresponds
to the mean field, o1 and o9 are +1, and v and p are real constants that depend on the physical
parameters. It is known that System (1) can admit wave collapse when o1y = 05 =1 and v > 0.
In that case, the governing equations are

iu, + $Au+ [ul*u — pug, =0, (4a)

Pz + V¢yy = (|u‘2)x ) (4b)

where v > 0 and p is real, and the initial conditions are u(z,y,0) = wo(z,y), é(z,y,0) =
do(,y), such that equation (4b) is satisfied at z = 0, i.e., ¢o 2z + V¢0,yy = (|uo|?)z. The goal
of this study is to further investigate the collapse dynamics in the NLSM System (4).

Note that System (4) reduces to the classical NLS equation (1) when p = 0. In this case
the mean field ¢ does not couple to the harmonic field u in equation (4a). In addition, when
v = 0 equation (4b) gives that ¢, = |u|> and, therefore, equation (4a) reduces to a classical
NLS equation (1) with the cubic term (1 — p)|u|?u. In optics we have: p > 0, whereas in water
waves it turns out that p < 0. We find that the collapse mechanism is “stronger” when p < 0.
Strictly speaking, whenever p # 0 and v # 0 the NLSM System (4) is a nonlocal system of
equations. Indeed, since v > 0, equaiton (4b) can be solved as

M) = [ Gla—sy =) g a2 dslay

where G(x,y) is the usual Green’s function. For equation (4b) G(z,y) = (47) !log(z? +y2/v),
which corresponds to a strongly-nonlocal function ¢. Although some research has indicated
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that some types of strong nonlocality can arrest collapse, we do not find this to be the case
for System (4). Indeed there is a striking mathematical similarity between collapse dynamics
in the NLS and NLSM cases.

An outline of the paper is as follows:

1. In section 2 the physical interesting NLSM systems that arise in water waves and in nonlinear
optics are discussed.

2. In section 3 the theory of global existence in NLS and NLSM equations and wave collapse is
reviewed. It is shown, via the Hamiltonian why collapse in the case of water waves (p < 0) is
relatively easier to attain, and also occurs more quickly, than in the case of nonlinear optics
(p>0).

3. Employing numerical calculations of the ground-state and global existence theory, in Sec-
tion 4 the necessary criteria for collapse is studied in terms of the parameters v and p in the
NLSM System (4). Using the Virial Theorem and the Hamiltonian, a sufficient condition
for collapse is found and employed for Gaussian input beams, explicitly in terms of v, p,
and the input power. These theoretical results are shown to be consistent with numerical
simulations of the NLSM System (4). They are also consistent with the numerical results
of Crasovan et al. [13] who studied the nonlinear optics (p > 0) case. The effect of input
astigmatism in the initial conditions on the critical power for collapse is also analyzed (sec-
tion 4.1]). In section 4.2 it is shown that the NLSM can admit collapse even without the
cubic term [i.e., without |u|?u in equation (4a)].

4. In section 5 the astigmatism of the NLSM ground-state is considered in the (v, p) parameter
space. The ground-state is found to be relatively more astigmatic in nonlinear optics (p > 0)
than in water-waves (p < 0). The dependence of the astigmatism of the ground-state on v
is seen to be relatively weaker than its dependence on p.

5. In section 6 the nature of NLSM wave collapse is investigated using direct numerical simula-
tions of the NLSM System (4). The simulations indicate that the solution near the collapse
point is well described by a quasi self-similar profile that is given in terms of a modulation
of the ground state. The self-similar collapse is further explored by comparing the NLSM
solution to the ground-state itself. The ground-state is calculated by employing an effective
fixed-point algorithm which has been successfully previously applied in many cases; e.g.
dispersion-managed NLS theory. The numerical results show that the ground-state plays a
central role in the collapse process. This strengthens the results of Papanicolaou et al. [14]
associated with the NLSM system and is also in the same spirit as the corresponding results
for the classical NLS equation.

6. In section 7 it is shown using numerical simulations that NLSM collapse can be arrested by
adding small saturation to the nonlinearity. This is a phenomenon that can be explained by
employing the results of Fibich and Papanicolaou [15] for the the perturbed NLS.

2 Applications of NLSM systems to water-waves and nonlinear optics

In this section we outline the main results associated with the derivations of NLSM systems
for water waves and nonlinear optics. The derivations follow from weakly-nonlinear quasi-
monochromatic asymptotic expansions. In the case of water waves some early results regarding
collapse were obtained and these are also mentioned in this section.

2.1 Water waves

The asymptotic expansion of the velocity potential ¢ and wave height n in the case of free-
surface gravity-capillary water waves, takes the form

¢ ~ e[AetFT=D) L cc 4 ] + ?[Age®Fev) L]+ ..., (5a)

n ~ e[Be!Fe 4 cc] + e2[Boe® ke fce 47 + ..., (5b)
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where £ < 1 is a measure of the (weak) nonlinearity, fi, B , .[12, Bg, and d~5, 7 are slowly varying
functions of (z,y, t), corresponding to the coeflicients of the first, second, and zero’th harmonics,
respectively, “c.c.” denotes complex conjugate of the term to its left, and the frequency w
satisfies the dispersion relation w? (k) = (gr+Tk3) tanh(kh), where g is the gravity acceleration,
T is the surface tension coefficient, and k = vk? + 12, where (k, 1) are the wave-numbers in the
(z,y) directions, respectively. Substituting the expansions (5) into the water-waves equations
(i.e., Euler’s equation with a free surface) and assuming slow modulations of the field in the x
and y directions yields a nonlinearly-coupled system for A and ®. After non-dimensionalization,
ie., (A,®) = (A, ®)k?/\/gh, one finds the general NLSM system (cf. [16] and references therein)

iA; + Mee + pAy, = x| A2A + x1 AD, | (6a)

a®ee + By = —B(IAP)¢ (6b)

where § = ek(x —cyt), n =cly and 7 = e2y/gkt are dimensionless coordinates, and cg = Ow/0k
is group velocity. The coefficients A\, u > 0, x, x1 > 0, @ and 8 > 0 are functions of h,
T, k, ¢y, and the second-order dispersion coefficients 9?w/9k* and 9*w/9I%. We note that in
the derivation of System (6) all coefficients in the wave height, 1, expansion may be obtained
in terms of the coefficients in the velocity potential, ¢, expansion. Similarly the term A, is
expressed in terms of A, which accounts for the fact that As does not appear explicitly in the
resulting system!. Also it should be noted that the mean term in the wave height is at O(¢?)
whereas the mean term in the velocity potential is at O(g). The discrepancy is due to the fact
that the velocity potential itself is not a “physical” variable. However, the velocity is obtained
as a derivative of the potential, u = V¢, in which case the mean term for the velocity drops
down one order to O(e?) because @ is slowly-varying. This is consistent with the expansion for
the physical variable n representing the wave height.

NLSM equations were originally obtained by Benney and Roskes [11] in their study of the
instability of wave packets in water of finite depth h, without surface tension. In 1974, Davey
and Stewartson [12] analyzed the evolution of a 3D wave packet in water of finite depth and
obtained a different, although equivalent, form of these equations. Their form is more similar
to the equations given above. In 1975 Ablowitz and Haberman [17] studied the integrability of
systems such as (6). These integrable systems correspond to the Benney-Roskes equations in the
shallow water limit. In 1977 Djordevic and Reddekopp [18] extended the results of Benney and
Roskes to include surface tension. Subsequently, Ablowitz and Segur [16] investigated System (6)
or, equivalently, System (3). They showed that the shallow water limit, i.e., h — 0, corresponds
to oy — —v = £1, and p — 2 in system (3). The resulting equations agreed with those obtained
by Ablowitz and Haberman [17]. Thus, the shallow-water limit of System (6) could be obtained
from an associated compatible linear scattering system. In [19] these reduced equations were
linearized by the inverse scattering transform (see also [20]). Thus the shallow-water limit of
equation (6) is integrable.

Ablowitz and Segur [16] also studied the NLSM System (6) in the non-integrable case. In
this parameter regime, System (6) can be transformed by a rescaling of variables to System (3)
with 07 = 0o = 1 and v > 0, i.e., the so called focusing elliptic-elliptic case, which, physically
speaking, requires sufficiently large surface tension. They found that System (6) preserves the

Hamiltonian
dA ?
H:/ [)\ 5 ]—2/ {(—X)|A|4+O‘gl(@g)ﬂ’g(@n)? .

where the first and second integrals correspond to the second-derivative and the nonlinear
terms in equation (6a), respectively, and the integrations are carried over the (£,7n) plane.
When, in addition to the physical requirements p > 0, 8 > 0, and x; > 0, one has that A > 0,
—x > 0, and « > 0, the first and second integral terms in (7) are positive and negative-definite,
respectively. This corresponds to the self-focusing regime. Clearly, in that case H < 0 is possible

2+ %
M an

1

1A similar observation holds in the optics case mentioned below.
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for sufficiently large initial conditions; i.e. | A| sufficiently large?. Furthermore they proved that
the following Virial Theorem holds

82 52 772 )
ﬁ <)\+/J)A| =8H .

It can be seen, if H < 0, the moment of inertia vanishes at a finite time. In that case, as for the
NLS case mentioned above, this indicates finite-distance singularity formation. We note that
in this study collapse solutions with the self-similar profile |A| ~ L=1(¢)f(x/L(t),y/L(t)) were
also investigated.

2.2 Nonlinear optics

It is well-known that the electric polarization field of intense laser beams propagating in optical
media an be expanded in powers of the electric field as

P=yWsxE+xD«ExE+ O «ExE«E+..., (8)

where E = (Ej, Ea, E3) the the electric field vector and x) are the susceptibility tensor
coefficients of the medium. In isotropic Kerr media, where the nonlinear response of the material
depends cubically [i.e., through x® and when y® = 0] and instantaneously on the applied
field, the dynamics of quasi-monochromatic optical pulses is governed by the NLS equation (1)
(ct. [4,21,22]). Importantly, it turns out that NLSM type equations arise in nonlinear optics
when studying media with a non-zero x, i.e., materials that have a quadratic nonlinear
response. Such materials are anisotropic, e.g., crystals whose optical refraction has a preferred
direction.

Ablowitz, Biondini and Blair [23,24] showed, from first principles, that NLSM type equa-
tions describe the evolution of the electromagnetic field in such quadratically [i.e., X(Q)] polarized
media. Both scalar and vector (3+1)D NLS systems were obtained. Vector NLSM systems have
no analog in water waves. In the derivation, of say the scalar problem, a quasi-monochromatic
expansion of the electromagnetic field is assumed. The first terms with the fundamental har-
monic, second-harmonic, and a mean term take the form

E) ~e[AefhT=wt) L ce] 4 e2[Age® Rt Lce 4+ g+ ..., (9)

where A, A, and ¢ are slowly varying functions of (z, y, t), which correspond to the first, second,
and zero’th harmonics, respectively. Using the polarization structure above (8), substituting
the expansions into Maxwell’s equations leads to the following system of equations

[2ikdz + (1 — ap1)dxx + Oyy — kk"Opr + My 1 |A] + M, 0¢.]A = 0, (10a)

(1 — ap0)0x x + Ovy + 82077]x — y 00xy y = (Nu10rT — Nu20x x )| A%, (10b)

where o 0, 03,1, @y 0, and s, depend on the linear polarization term X(l); My 0, Ny 1, and Ny 2
depend on the nonlinear polarization terms x(? and x®); and M, 1 depends on products of x®
and x(®). From a physical point of view, the dependence of M, 1 on x® and x® corresponds
to the fact that the second-harmonic (i.e., Ag) is coupled to the first harmonic (i.e., .[11) via a
process that is sometimes referred to as “optical rectification” or a “cascaded” optical effect.
Like the water-waves case, in optics A, is expressed in terms of A, which explains why A, does
not appear explicitly in the resulting System (10). In addition, similar to the water-waves case,
the term with M, ¢ in System (10a) couples the mean field to the first-harmonic field. It is
important to note that, when the time dependence in these equations is neglected (9r = 0) and

% Note that from equation (6b) ® scales as |A|?, so all the terms in the second integral of (7) scale
like |A[4.
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for media with a special symmetry class such that oo = 0, it can be seen that, after proper
rescaling, the governing system of equation is given by System (4). In [25] these equations were
further elucidated and the coeflicients described in terms of the electro-optic effect.

From the point of view of perturbation analysis, we remark that in the expansion of the
field in the case of water-waves [i.e., equations (5)], the mean term for the velocity potential ®
appears as an O(e) term, whereas in the in the case of optics [i.e., equation (9)], the mean term
¢, appears as an O(g?) term. But, the physically measurable quantity in water waves is Vo,
which scales like O(g?), because ® is slowly-varying. Therefore, the expansions in the water
waves and optics cases are analogous from the viewpoint of perturbation analysis.

Wave collapse in such NLSM systems was investigated numerically by Crasovan et al. [13].
They solved the following normalized system of equations,

iU, + $AU +|UPU — pUV =0, (11a)
Vi + vV = (U sz » (11b)

where U is the normalized amplitude of the envelope of the electric field, V is the normalized
static field, p is a coupling constant that comes from the combined optical rectification and
electro-optic effects, and v corresponds to the anisotropy coeflicient of the medium. They solved
System (11) numerically with Gaussian initial conditions for U. The regions of collapse were
studied for various values of the parameters p and v. It should be noted that System (11) is a
simple mathematical modification of the NLSM System (4). Indeed, starting with the NLSM
System (4), taking the derivative of equation (4b) with respect to z, and defining the new
variable (potential) V' = ¢, one finds that the resulting system is identical to (11).

3 Wave collapse, ground-states and global existence

We first state some well-known results for the NLS and NLSM equations. Two conserved quan-
tities for the NLS equation (1) and NLSM System (4) are the power,

— [ 1 = Nwo),
and the Hamiltonian, i.e.,

Hies(u) = / Vul? - / Jul = Hvs (uo)
(12)

Hyism(u, ¢) = /|V ? — /|U|4 /¢> + v¢7) = Hnwsm(uo, do),

where Hyrs and Hypsm correspond to equation (1) and System (4), respectively, ¢ in (13) is
obtained from equaiton (4b) and all integrations (here and below) are carried over the (z,y)
plane. It can be shown that the so called Virial Theorem holds (cf. [16]),

2

53 (2% +y?)|u|® = 4H . (13)
We are interested in the localized-decaying case, when u and ¢ vanish sufficiently rapidly at
infinity and are in the Sobolev space Hy, i.e., [|f|> + [|Vf]? < oo (f = u,¢. It should be
noted that in the context of the water wave problem (i.e., p < 0), existence and well-posedness
of solutions of System (4) were studied in [26].

It is also known in NLS and NLSM theories that when a singularity occurs, it corresponds to
blowup of the gradient as well as the peak amplitude of the wave. Mathematically, this means
that

1- 2 — 1 =
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where Z, is the collapse distance. Thus, when H < 0 it follows from the Virial Theorem (13)
that the solution becomes singular in finite time. This gives a sufficient condition for collapse.
A necessary condition for collapse can also be obtained using the associated ground-state; this
is discussed below. Note that the Hamiltonian (13) is comprised of three integrals, the first of
which is positive definite, the second negative definite, and the third integral is also definite
with a sign that is determined by p. NLS (and NLSM) theory indicates that the positive-definite
terms correspond to a defocusing mechanism, while the negative-definite terms correspond to a
focusing mechanism. It follows that when p > 0, i.e., in the optics case, the coupling to the mean
field corresponds to a self-defocusing mechanism, while when p < 0, i.e., the water-waves case,
it corresponds to a self-focusing effect in addition to the the cubic term in the NLS equation (1).
In this framework, one expects that self-focusing in the water-waves case is “easier” to attain
than in the optics case. We confirm this in numerical simulations (see sections 4 and 6 for
details).

A stationary solution of the NLSM System (4) has a solution of the form wu(z,y,z) =
F(z,y)e* and ¢(x,y,2) = G(x,y), where F and G are real functions and ) is a positive real
number. Substituting this ansatz into System (4) leads to the following coupled system

1
—AF+ AP+ F? - pFG, =0, (14a)

Gz +VGyy = (F?), . (14b)

On the other hand, the NLS stationary solutions, which are obtained by substituting u =
R(z,y)e™* into the NLS equation (1), satisfy

1
—AR+§AR+R3 =0. (15)

The ground-state of the NLS? can be defined as a solution in H; of equation (15) for a given A
having minimal power of all the nontrivial solutions. Existence and uniqueness of the ground
state has been proven, as also the fact that it is radially-symmetric, positive, and monotonically
decaying (see [8]). Since R(r;\) = VAR(V/Ar;1), it suffices to consider the case A = 1 This
solution will be denoted by R . Furthermore, Weinstein [6] proved that the NLS ground-state is
a minimizer of a Gagliardo-Nirenberg inequality that is associated with the NLS Hamiltonian.
To be precise, the functional

ul|3 | Vul|3

luly 7

attains its minimum for v € H; when u(z,y) = R(r), where R is the ground-state of equa-
tion (15) and J(R) = 2/N,, where N, = [ R?. Moreover, Weinstein proved that when N < N,
the NLS solution exists globally, i.e. for all z > 0, in H;. In addition, it is not difficult to
show that any stationary solution, in particular the ground-state, admits a zero Hamiltonian,
i.e., Hyis(R) = 0. These results explain why the ground-state may be considered to be on
the borderline between existence and collapse. Indeed, if one considers the initial conditions
ug = (1 4+ &)R(r) with € = const. When € < 0 then N < N, and, therefore, the solution exists
globally. On the other hand, when € > 0 then H < 0 and, therefore, finite-distance collapse is
guaranteed by the Virial Theorem (cf. [6]). We note that N > N, is only a necessary condition
for collapse; namely there are solutions with N > N, that exist globally.

In a similar spirit to the NLS case, the ground-state of System (14) can be defined as the
nontrivial solution (F,G) in Hj, such that F' has minimal power. Cipolatti [27] proved the
existence of the ground-state. In the same spirit as for the NLS, Papanicolaou et al. [14] defined
the ground-state as the minimizer the associated functional*

vl
T = T 1 Buya?]

pk;
Fllul] |,

_ 1
B =77 it

3 R, the NLS ground-state, is sometimes referred to as the Townes profile.
* Note that from equation (4b) ¢ = p~ ' B(u).



350 The European Physical Journal Special Topics

where F and F~! denote the Fourier Transform operator and its inverse, respectively. They
extended global existence theory to the NLSM and proved the following result:

Theorem 1 Consider System (4) with initial conditions ug € Hy. Let F be the nontrivial
minimizer of J(u) above, and let N, be defined as

No(vp) = [ Fayivp) (16)

Then F is a positive function and, therefore, N. > 0. In addition, if [ |ug|*> < N, the solution
of System (4) exists in Hy for all z > 0.

Thus solutions of the NLSM System (4) exist globally when their power is smaller than the
power of the corresponding ground-state.

On the other hand, since the ground-state is a stationary solution, from the Virial
Theorem (13), in analogy to Hxis(R) = 0, one has also

Proposition 1 Let (F,G) be a solution of System (14). Then

Hypsm(F,G) = %/(VF)Q — %/F“ + g/(vyc:)2 =0, (17)

where (V,G)* = G2 + vG3.

Therefore, it follows from Theorem 1, the Virial Theorem (13), and Proposition 1 that, as in
the NLS case, the NLSM ground-state is neutrally-stable and it may be considered to be a
borderline case between global existence and collapse.

4 Parameter regimes of wave collapse and global-existence

In this section System (4) is analyzed with the following Gaussian initial conditions

uf(a,y) = | 20 ), (18)
where N = N(G) is the input power of u§. Then the collapse and global-existence regions in
the NLSM System (4) are explored in the (IV, v, p) parameter space by employing the Virial
Theorem (13), the global-existence Theorem (1), and direct (24+1)D numerical simulations of
the NLSM System (4).

The critical power N.(v,p) is calculated from the ground-state which is found by using a
fixed-point numerical procedure similar to that recently used in dispersion-managed soliton
theory (cf. [29,30]). Periodic boundary conditions are used in the fixed point procedure. For
the NLSM simulations a standard 4’th order accurate Runge-Kutta integration is used, with
4’th order accurate spatial finite-differences in z,y. The computational domain truncates the
(z,y) plane and employs Dirichlet boundary-conditions at |z| = L and |y| = L, where L is
taken sufficiently large, so to assure that the results are independent of reflections from the
outer boundaries.

Substituting the initial-conditions (18) into the NLSM Hamiltonian (13) gives

2
H(ug,¢€)N<ll+pﬁ>];T. (19)

From (19) and the Virial Theorem (13) it follows that for the Gaussian initial conditions (18)
there is a threshold power for which H = 0, given by

2w

H e —
N ) =TT v

(20)
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Fig. 1. The critical power to obtain collapse as a func-
tion of p for v = 0.5 (recall: p < 0 for water-waves and
p > 0 for optics). N, is obtained from the power of
the ground-state [i.e., equation (16), dashes], N cor-
responds to H = 0 [i.e., equation (20), dotted], and
the threshold power for collapse obtained by direct
numerical simulation of the NLSM [i.e., System (4)
0 I with (18), solid]. “GE” denotes global existence and
“NLSM” denotes direct numerical simulations of Sys-
P tem (4).

such that when N > N then H < 0 and, therefore, the solution collapses at finite distance.
We note that this condition makes sense only when 0 < Ny < oo, which implies p < 1+ /v.
Conversely, when either p > 1 4 /v (no matter how large N) or N < NCH7 then H > 0, in
which case collapse is not guaranteed by the Virial Theorem.

Figure 1 compares the critical power for collapse, N, (16), the threshold-power N (20),
and the “actual” power for collapse found from numerical simulations of the NLSM System (4),
where the latter is obtained by gradually increasing the input power (or amplitude), i.e., N in
the initial conditions (18), until the solution undergoes collapse. This figure also shows that for
v =20.5and -1 < p < 1, N¥ (20) is quite close to N, which, in turn, is very close to the
numerically obtained threshold power for collapse in the NLSM System (4). For example, for
the classical NLS (i.e., p = 0) the discrepancy between N.(R) ~ 1.867 and N (R) = 2 is
approximately 7% (see also [28]). In addition, in this entire parameter regime the discrepancy
between N, and the numerically-obtained threshold power is less than 2%. This figure also shows
that the change in the critical power with p is somewhat more pronounced for p > 0 than for
p < 0. In a similar manner, figure 2 shows that for a wide range of the parameters, N (20) is a
good approximation of N., which, in turn, is a good approximation of the numerically-obtained
power for collapse. Furthermore, this figure shows that the critical power is weakly-dependent
on v, for either sign of p.

Another way of using equation (19) is to fix N and allow v and p to vary. Thus, for a fixed
N there is a separatriz curve in the (v, p) plane for which H = 0, given by

21

v =(1-30 ) @ v, (21)

such that when p < pH then H < 0 and collapse is guaranteed by the Virial Theorem. These
separatrix curves are depicted in figure 3. They are consistent in the case of p > 0 with the
results of Crasovan et al. [13].

As discussed in in section 3, larger (more positive) values of p correspond to more defocusing.
In fact, the results in this section show that when p < 0, or when p > 0 and sufficiently small,

10 10
(a) (b)
N collapse
collapse m———
N (R
R [ N,(R) GE v
GE ¢
NLSM
___N
c
0 0
0 1 0 1
\Y] v

Fig. 2. Same as figure 1 with: (a) p = —0.2 and varying v; (b) p = 0.2 and varying v.
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0 0.7 1.4 0 0.7 1.4
v v

Fig. 3. The regions in the (v, p) plane corresponding to collapse and global-existence (GE) are plotted.
Equating the power of the ground-state, N.(v, p) [i.e., equation (16)], to the power N(G) of the initial
conditions (18) [dashes, denoted by N(G) = N(v,p) in the legend], pf obtained from H = 0 [i.e.,
equation (21), dotted, denoted by H(G) = 0 in the legend], and using direct numerical simulations of
the NLSM [i.e., System (4), solid] for: (a) nonlinear optics (i.e., p > 0) and the initial conditions (18)
with the fixed input power N(G) = 10; (b) water waves (i.e.,, p < 0) and the initial conditions (18)
with N(G) = 4n /3.

the defocusing effect induced by the coupling to the mean field is weaker than the focusing effect
induced by the cubic term in equation (4a). In that case, collapse is guaranteed by the Virial
Theorem for sufficiently large input power. On the other hand, when p > 0 and is sufficiently
large, the defocusing effect induced by the coupling to the mean field can overcome the focusing
effect induced by the cubic term in equation (4a). In that case, the NLSM can effectively behave
as a defocusing NLS-type equation, i.e., like equation (1) with a negative sign before the cubic
term.

It should be emphasized that H > 0 does not imply GE, because H < 0 is merely a
sufficient condition for collapse, it is not necessary. On the other hand, due to the explicit form
and indicated accuracy, conditions (20) and (21) can be useful for predicting for the boundary in
the (N, v, p) space between the regions of collapse and GE. Nevertheless, the condition derived
from GE theory appears to be more accurate in the following sense: the actual (numerical)
critical power appears to be slightly closer to N, than to NX. We note that in [28] a similar
conclusion was reached for the NLS equation (1) when using Gaussian and other similar types
of initial conditions.

4.1 Initial data with astigmatism

The above results described above can be extended to the case when the initial conditions are
astigmatic. Let us consider the astigmatic Gaussian initial conditions

2EN
ug (z,y) = 4/ — e [(B2)* 4" (22)

where N is the input power and FE is input ellipticity. Here £ = 1 corresponds to radial
symmetry, whereas 0 < E < 1 and E > 1 correspond to relative elongation along the z and y
axes, respectively.

In a manner similar to equation (19), one arrives at

1+ E? EN?
H o) =5 (1 s ) (23)

If we call
_ (E+1/E)r
N ) = T i By
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it follows that when N > NH then H < 0 and, therefore, the solution collapses at finite
distance. This condition makes sense only when 0 < Ny < oo, which, in turn, implies that
p<1l++v/E.

Generally speaking, N increases with astigmatism. For example, let us consider the optics
case with 0 < p < 1+ 1/v/E with an input beam (22) that is “focused” along the z direction,
i.e., has E > 1. As E increases it will approach the value E. = 1/v/(p— 1), for which N¥ = oo.
Physically speaking, this results suggests that as the input beam becomes narrower along the
x axis, the critical power for collapse increases, making the collapse more difficult to attain.
This conclusion is also consistent with the numerical observations of Crasovan et al. [13] in the
optics case, and is in the same spirit as the results of Fibich and Ilan [31] for the NLS case
(i.e.,, p=0).

Similar to the symmetric case, for a given power N, the separatrix curve in the (v, p) plane
for which H = 0 is given by

pB(N,v,E) = 1—(E+;/E)7TK1+§>, (25)

such that when p < pf then H < 0 and, therefore, collapse is guaranteed by the Virial Theorem.

4.2 Another, related NLSM-type system

Suppose we consider the NLSM System (4), but without the cubic term |u|?u, i.e.,

iu, + 2Au— pug, =0, (26a)

oo + vy = (Jul*)a - (26b)

It is natural to expect that the collapse mechanisms in the above NLSM-type System (26) would
be similar to the NLSM System (4). Indeed, the analysis of System (26) is quite similar to that
in sections 3 and 4. A difference is that the Hamiltonian corresponding to (26) is like (13), but
without the second “self-focusing” integral, that is,

Hwd) = [ 1Vl +§ [(&2+vd)

Since the Virial Theorem (13) remains unchanged, collapse is possible in System (26) whenever
p < 0 and the initial conditions are sufficiently large. If p > 0 then the system is of defocus-
ing type and no collapse occurs. Furthermore, substituting the initial-conditions (18) into the
Hamiltonian above gives

p N?

H =N —.
(u0a¢0) + 1_’_\/1727_(_

It follows that the threshold power for which H = 0 is given by

NCH(V,[J) = _Mz_‘ﬁ) .

Thus, similar to the NLSM case, the Virial Theorem guarantees that the solution of System (26)
undergoes finite-distance collapse when N > NX. Thus, although the cubic term in the NLSM
System (4) is self-focusing, its presence is not necessary for collapse to occur. In other words,
collapse can occur even in the case when the nonlinearity is strictly and strongly nonlocal.
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5 Ground-states and astigmatism

Below we study how the astigmatism of the ground-state depends on p and v. The astigmatism
is recovered from the ground-state with the following definition

/ (F2),|
eF) =t (27)

i

It follows from (27) that e = 1 corresponds to a radially-symmetric ground-state, and e < 1 and
e > 1 correspond to a ground-state that is relatively wider along the = and y axes, respectively.
In other words, e ~ L, /L,, where L, and L, are the full-widths at half-max of the function.

Figure 4(a,b) depicts the “on-axes” amplitudes of the ground-state for p = 0 (i.e., the
radially-symmetric R profile); (v,p) = (1,—2); and (v,p) = (1,2). The contour plots in fig-
ure 4(c) and (d) correspond to the p = —2 and p = 2 cases, respectively. These plots demon-
strate that the ground-states with p £ 0 can be astigmatic.

Figure 5 shows contour plots associated with the 3D calculation of the ground-state for
(v, p) = (3,—5), which has e = 1.52. Both F(z,y) and the corresponding mean field G(z,y) are
certainly astigmatic. Furthermore, the mean field G is strongly nonlocal (see also figure 5(d)),
as can be expected from the Poisson-type equation (14b) that it is obtained from.

Figure 6(a) shows that () the NLS ground-state (p = 0) is radially-symmetric, (i.e, e = 1);
(ii) when v = 0.5 and p < 0 (water-waves case) F' is wider along the y-axis (i.e., e > 1); and
(4i) when v = 0.5 and p > 0 (optics case) F' is wider along the z-axis (i.e., e < 1). We note
that the parameter space explored in figure 1 and figure 6a is the same. Comparing these two
figures, one sees that as p is changed from p = 0 (in either direction), the deviation from the
NLS ground state is accompanied by a significant deviation in the critical power, as well as by
a deviation from radial-symmetry. Therefore, as |N.(v, p) — N¢(v,0)| increases with p, so does
the astigmatism of the ground-state (along the x or y axes). On the other hand, figure 2 and

=0)|

u(x,y:

Fig. 4. Top: the on-axes amplitudes of the ground-state (a) along the y-axis and (b) along the z-axis
for (v,p) = (1,2) (dashes), p = 0 (solid), and (v,p) = (1,—2) (dotted). Bottom: contour plots of
F(z,y) for: (c) p = —2 (corresponding to dotted above) with astigmatism [i.e. equation (27)] e ~ 1.29;
(d) p =2 (corresponding to dashes above) with e ~ 0.33.
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Fig. 5. The ground-state [i.e., solution of System (14)] for (v, p) = (3, —5). (a) and (b) are 3D plot of
F(z,y) (for which e ~ 1.52) and G(z,y), respectively; (c) and (d) are contour plots corresponding to
(a) and (b), respectively.
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Fig. 6. The astigmatism (27) of the ground-state F(x,y) of System (4) for: (a) v = 0.5 with -1 < p <1
(i.e., same as figure 1); (b) p = —0.2 (dashes) and p = 0.2 (solid) with 0 < v <1 (i.e., same as figure 2a
and 2b, respectively).

figure 6(b) show that the critical power and the astigmatism are only weakly dependent on v,
for either sign of p. In addition, figure 6(a) shows that, for the same values of v, the function
F is relatively more astigmatic for p > 0 (i.e., for optics) than for p < 0 (i.e., for water waves).

6 Quasi self-similar collapse is astigmatic

Detailed asymptotic analysis and careful numerical simulations strongly suggest that when
collapse occurs in NLS equation (1), under quite general conditions, it occurs with a quasi
self-similar profile that is a modulation (up to a phase) of the ground-state (cf. [8]), namely as
z = Z., Z. being the collapse distance (or time),

)| ~ 75 R (L()) , (28)



356 The European Physical Journal Special Topics

where (z,y) are in a region surrounding of the collapse point (which typically shrinks during the
self-focusing process), R(r) is the NLS ground-state (see section 3), and L(z) is a modulation
function, such that lim, ,z L(z) = 0, In the NLS case, the ground-state R(r) is radially-
symmetric and, so far as we are aware, all NLS-collapse simulations to date have shown that
collapse occurs with a radially-symmetric profile. The quasi self-similar collapse has received
much theoretical attention since the contribution of Merle and Tsutsumi [32]. But, it is very
difficult to justify (28) rigorously. Only recently did Merle and Raphael [9] provide sharp results
explaining this quasi self-similar behavior in the case of the NLS equation (1).

In contrast to the NLS case, when p # 0 and v > 0 the NLSM System (4) is not rota-
tionally invariant and the stationary solutions of (14) are not radially symmetric. Moreover, in
this parameter regime the stationary solutions cannot be transformed into radially-symmetric
functions by any rescaling of  and y. Therefore, the NLSM ground-state, F'(x,y), is inherently
astigmatic, which makes the analysis and numerical simulations more difficult. The asymptotic
analysis of Papanicolaou et al. [14] indicates that, similar to the NLS collapse, NLSM collapse
occurs with a modulated profile, i.e.,

e~ 157 (10 o 2 (29

for certain functions P(z,y), L(z), and b(z), such that as z — Z,, L(z) and b(z) approach zero
and P(z,y) asymptotically approaches the ground-state function F'. Numerical simulations of
the NLSM using “dynamic rescaling” suggested that the collapsing solution does approach a
modulated profile. The numerical results in this section suggest that up to moderately small
values of L(z), the amplitude of the collapsing solution behaves as

1 x Y
e~ 157 (2510 ) (30)

where F(z,y) is the ground-state of System (4). These results complement those in [14]. Here
the NLSM solution is directly compared to the corresponding ground-state itself. Previously
researchers did not calculate the ground state.

To study NLSM collapse numerically, System (4) is solved with the Gaussian initial condi-
tions (18). The self-focusing dynamics are recovered from the simulations using the so-called
“focusing factor”, |u(0,0, z)|/up(0,0), as a function of the propagation distance z. The astig-
matism of the solution is recovered in accordance with (27) as

/ ()l
e(2) = LH— . (31)

We begin by presenting several numerical simulations of collapse, that also serve to verify some
of the results of the previous sections. As noted in section 3, the Hamiltonian of the NLSM
suggests that the water-waves case (p < 0) is “more focusing” than the optics case (p > 0).
Indeed, figure 7 shows that when the same initial conditions are used for all cases, collapse
with p = —1 precedes collapse with p = 0, which, in turn precedes collapse with p = 1. For
this figure, the input power is taken as 1.2N.(v = 0.5,p = 1) =~ 12.2. We note that this
value of N, is approximately twice as large as N.(R) and approximately 3.3 times larger than
N.(v =0.5,p = —1) (see figure 1).

Since p < 0 and p > 0 correspond water waves and optics, respectively, and since critical
power depends on p, a somewhat more “balanced” comparison between the water-waves and
optics cases uses the same initial conditions, but with an input power chosen with respect to
the corresponding critical power (which is different for water-waves and optics). Therefore, in
the simulations below [i.e., figures 8-13] we use the input power N = 1.2N,(v, p), i.e., this is
20% above the corresponding critical power for collapse. Figure 8(a) shows the dynamics of
the focusing factor for v = 0.5 with: p = 0 (NLS), p = 1 (optics), and p = —1 (water waves).
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Fig. 7. (a) The focusing factor associated with the NLSM solutions [i.e., System (4)] using v = 0.5
and three values of p (see legend) using the initial conditions (18) with the same input power N =
1.2N.(v = 0.5,p = —1) = 12.2. (b) The corresponding astigmatism (31) of the solution as a function
of the focusing factor.
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Fig. 8. Same as figure 7, but here using the input power N = 1.2N.(v, p), i.e., 20% above the corre-
sponding critical power.

Similarly to figure 7, the collapse distance with p > 0 is greater than with p < 0. Surprisingly,
the collapse distance in the p = 0 and p < 0 cases is nearly the same. Although one might
have expected the collapse with p < 0 to precede collapse with p = 0 (as in figure 7), this is
not the case here, because N(p = —1) is approximately 1.6 times smaller than N(p = 0) (see

figure 3). Thus, in figure 8 the collapse distances of the p = —1 and p = 0 simulations are
close, because the input power in the p = —1 simulation is much larger than the input power in
the p = 0 case.

In addition, figure 8(b) contains the corresponding astigmatism plots. The astigmatism is
plotted as a function of the focusing factor (rather than as a function of z) in order to “blow
up” the dynamics near the collapse point, where the interesting changes in the astigmatism are
expected to occur. While the NLS solution remains radially-symmetric (i.e., e = 1), the NLSM
solutions become astigmatic during propagation. Furthermore, p < 0 and p > 0 correspond
to e > 1 and e < 1, respectively, which is consistent with in figures 4 and 6. As can be seen
from this figure, at the initial stage of the propagation the astigmatism of the NLSM solutions
becomes large, in a direction that depends on p. Based on these simulations it appears that
the astigmatism nearly approaches a constant value in the neighborhood of the collapse point,
which is a value that depends on v and p (such that e # 1). This is consistent with the results
in [14], as well as with the results presented below.

Figures 7-9 indicate that NLSM collapse is astigmatic, but they do not show that the
collapse process is quasi self-similar. In order to study the self-similarity of the collapse process,
in accordance with equation (30), the modulation function is recovered from the solution as

F(0,0)

L@ = L0,0,29]
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Fig. 9. Same as figure 8 with [(a),(b)] p = —0.2 and v = 0 (solid), v = 0.2 (dashes), and v = 1 (dotted,
on top of the dashes); [(c),(d)] same as above with p = 0.2.
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Fig. 10. Convergence of the wave collapse profile (dashes) to the NLSM ground state (solid) along
the z axis (top) and the y axis (bottom) with (v, p) = (0.5,1). The initial conditions are (18) with
N =1.2N.(v, p).

where F'(z,y) is the corresponding ground-state. The rescaled amplitude of the solution of the
NLSM, L(z)|u(L(2)%, L(2)§, z)|, is then compared with F'(%,¢), where F'(Z,3) is the ground-
state and (Z,9) = (L(z)z, L(2)y). If indeed the collapse process is quasi self-similar with the
corresponding ground-state, the rescaled amplitude should converge pointwise to F' in a neigh-
borhood of the origin as z — Z, (i.e., near the collapse point).

Figure 10 shows that the NLSM collapse is indeed self-similar with the ground-state for
v = 0.5 and p = 1. The rescaled on-axis amplitude is compared separately on the = and
y axes (top and bottom plots, respectively). One can see that, as the solution is undergoing
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Fig. 12. Same as figure 10 with (v, p) = (4, —4).

self-focusing [i.e, as L(z) approached zero], its rescaled profile approaches that of the astigmatic
ground-state near the origin.

Figure 11 shows the same situation, but with p = —1, whose ground-state is somewhat less
astigmatic than with p = 1. In order to observe self-similar collapse with p < 0 and a more
astigmatic profile, figure 12 compares the solution and the ground-state with v = 4 and p = —4.
The ground-state in this latter case is clearly more astigmatic. Nevertheless the collapse process
is quasi self-similar with the ground-state. figure 13 further demonstrates the local nature of
the self-similar collapse process. While the spatial region in the vicinity of the collapse point is
self-similar to the ground-state, the outer “wings” of the solution do not approach the ground-
state. This phenomenon is also well-known in the NLS case as well [8], and can be understood
as follows: in accordance with equation (30), only one critical power enters the collapse region.
More precisely, as z — Z., the power of u(z,y, z) contained in a “ball” of radius L(z) around
the collapse point is just slightly above N, (cf. [32]). Since the input power is 20% above N,
the residual 20% is radiated into the outer wings in a process that is not quasi self-similar
with the ground-state.
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Fig. 13. Same as figure 12 on a semi-log plot.

7 Arrest of wave collapse

Collapse with an infinite amplitude does not actually occur in physical situations. In reality,
there are always physical mechanisms that arrests the collapse. Such mechanisms have been
studied extensively in nonlinear optics, e.g., nonlinear saturation [33,34], beam nonparaxial-
ity [35], and vectorial effects [36]. In order to investigate such arrest of collapse in NLSM,
we briefly investigate the NLSM with a small nonlinear saturation of the cubic nonlinearity
given by

. 1 [ul?u
U, + §Au + m - pud)w =0 s (323,)
Gza + Vyy = ([ul*)a , (32b)

where ¢ is the small nonlinear-saturation parameter.

When p < 1 and £ < 1 System (32) is a small perturbation of the NLS equation (1). In
that case, the asymptotic analysis of Fibich and Papanicolaou [15] for the the perturbed NLS
can be used. Their analysis is based on the asymptotic and numerical observations that the
collapsing solution in the NLS case is quasi self-similar with the ground-state (Townes profile),
i.e., as in equation (28). Asymptotic analysis shows that, to leading order, the dynamics of the
focusing factor in the solution of System (32) is given by the following ODE (see [5.3-5.4], [15])

(wz)Q — _4150 (wM — wzlfw — wm) , (33)

where w(z) = L2(z), L(z) is the focusing-factor in equation (28), M =~ 0.55, and Hy, wyy,
and w,, are constants that depend only on ¢ and the initial conditions, such that wy; > w,,.
It follows from this nonlinear-oscillator-type equation that for generic initial conditions the
intensity of the solution initially focuses [i.e., L(z) decreases] until L ~ \/w,, = O(y/€), then
defocuses [i.e., L(z) increases| until L ~ /wys, followed by focusing-defocusing oscillations,
such that /w,, < L(z) < Jwar -

Figure 14 shows the on-axis amplitude of the numerical solution of System (32) for p = —4,
v =4, ¢ = 0.0025, and the initial conditions (18) with N = 1.2N,, where N, is the critical
power corresponding to € = 0. We note that p is quite large and, therefore, System (32)
is mot a small perturbation of the NLS equation (1). Surprisingly, the numerical solution of
System (32) agrees qualitatively with the predictions based on equation (33). Indeed, one sees
that collapse is arrested by the small nonlinear saturation, followed by a series of focusing-
defocusing oscillations. To understand the success of the asymptotic analysis beyond its formal
region of validity, we note that in the absence of the nonlinear saturation in System (32), i.e.,
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Fig. 14. Collapse in the NLSM system [i.e., System (4)
1 1 with (v,p) = (4,—4), dashes] is found to be arrested
0 1 2 3 4 by small nonlinear saturation [i.e., System (32) with

z (v, p) = (4, —4) and € = 0.0025, solid].

for the NLSM case, the collapse dynamics (e.g., the rate of blowup) is nearly the same as for
the NLS case even when p is large [14,15]. Therefore, the additional small nonlinear saturation
considered in System (32) has the same effect as though it were a small perturbation of the
NLS itself, for which the asymptotic analysis should be valid.

8 Summary and final remarks

Nonlinear-wave systems which have quadratic-cubic type interactions, such as in nonlinear
optics and in nonlinear free-surface water waves, lead to the NLSM System (4). The NLSM
system is found to admit finite-distance collapse in a certain parameter regime. The regions of
collapse and global-existence is explored in a broad range of parameter space and the consistency
between global existence theory, the Virial Theorem, and numerical simulations the NLSM
System (4) is demonstrated. Importantly, numerical simulations of the NLSM show that the
collapse process occurs with a quasi self-similar profile, which is a modulation of the ground-
state profile. The ground-state profile is found using a numerical algorithm that was recently
used in dispersion-managed NLS theory (cf. [29,30]). In general, the ground-state profile is
astigmatic and, therefore, the collapse profile is astigmatic as well.

These results are in the same spirit as for the NLS equation (1). However, NLSM theory
is more complex and not yet as advanced as NLS theory. There are some open questions and
problems. For example, as indicated above, it remains to extend the sharp theoretical results
on the self-similar nature of the singularity to the NLSM case. From the numerical perspective,
while our simulations indicate that NLSM collapse occurs with a self-similar ground-state,
we only resolve moderate the simulations to moderately sized focusing factors [i.e., O(10)]
near the collapse point. Using more specialized numerical methods (cf. [14,37]), much larger
focusing factors (e.g. greater than 10%) could furnish more convincing evidence of this self-similar
collapse. From the experimental perspective, self-similar collapse in quadratic-cubic type media
remains to be demonstrated in either free-surface water waves or nonlinear optics.

This research was partially supported by the U.S. Air Force Office of Scientific Research, under grant
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