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Outline

• “Digital Humanities” and  “Culturomics”:                                          
new science made possible by “crowd-sourced” “Big data” 

•  Google digital books: 5 million books and 500 billion word uses

• Competition (for limited use, attention)

• Geographic variation: the role of socio-political shocks

• Tipping points in the life-cycle of new words

• Languages become “colder as they expand”

• Uncovering an enormous hidden “Dark language”



Historical crowd-sourced data

Google Inc.  digital books repository

Corpus of 5,195,769 digitized books from 1520-
present, containing ~4% of all books ever published
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We constructed a corpus of digitized texts containing about 4% of all books ever printed. Analysis of this
corpus enables us to investigate cultural trends quantitatively. We survey the vast terrain of ‘culturomics,’
focusing on linguistic and cultural phenomena that were reflected in the English language between
1800 and 2000. We show how this approach can provide insights about fields as diverse as lexicography,
the evolution of grammar, collective memory, the adoption of technology, the pursuit of fame,
censorship, and historical epidemiology. Culturomics extends the boundaries of rigorous quantitative
inquiry to a wide array of new phenomena spanning the social sciences and the humanities.

Reading small collections of carefully cho-
senworks enables scholars tomake pow-
erful inferences about trends in human

thought. However, this approach rarely enables
precise measurement of the underlying phenome-
na. Attempts to introduce quantitative methods
into the study of culture (1–6) have been ham-
pered by the lack of suitable data.

We report the creation of a corpus of
5,195,769 digitized books containing ~4% of all
books ever published. Computational analysis of
this corpus enables us to observe cultural trends
and subject them to quantitative investigation.
‘Culturomics’ extends the boundaries of scientific
inquiry to a wide array of new phenomena.

The corpus has emerged from Google’s effort
to digitize books. Most books were drawn from
over 40 university libraries around the world.
Each page was scanned with custom equipment
(7), and the text was digitized bymeans of optical
character recognition (OCR). Additional vol-
umes, both physical and digital, were contributed

by publishers. Metadata describing the date and
place of publication were provided by the li-
braries and publishers and supplemented with
bibliographic databases. Over 15 million books
have been digitized [~12% of all books ever
published (7)]. We selected a subset of over 5
million books for analysis on the basis of the
quality of their OCR and metadata (Fig. 1A and
fig. S1) (7). Periodicals were excluded.

The resulting corpus contains over 500 billion
words, in English (361 billion), French (45 billion),
Spanish (45 billion), German (37 billion), Chinese
(13 billion), Russian (35 billion), and Hebrew
(2 billion). The oldest works were published in
the 1500s. The early decades are represented by
only a few books per year, comprising several
hundred thousand words. By 1800, the corpus
grows to 98 million words per year; by 1900, 1.8
billion; and by 2000, 11 billion (fig. S2).

The corpus cannot be read by a human. If you
tried to read only English-language entries from
the year 2000 alone, at the reasonable pace of 200
words/min, without interruptions for food or sleep,
it would take 80 years. The sequence of letters is
1000 times longer than the human genome: If
you wrote it out in a straight line, it would reach
to the Moon and back 10 times over (8).

To make release of the data possible in light
of copyright constraints, we restricted this initial
study to the question of how often a given 1-gram
or n-gramwas used over time. A 1-gram is a string
of characters uninterrupted by a space; this in-
cludeswords (“banana”, “SCUBA”) but also num-
bers (“3.14159”) and typos (“excesss”). An n-gram
is a sequence of 1-grams, such as the phrases “stock
market” (a 2-gram) and “the United States of
America” (a 5-gram). We restricted n to 5 and lim-
ited our study to n-grams occurring at least 40
times in the corpus.

Usage frequency is computed by dividing the
number of instances of the n-gram in a given year
by the total number of words in the corpus in that
year. For instance, in 1861, the 1-gram “slavery”
appeared in the corpus 21,460 times, on 11,687

pages of 1208 books. The corpus contains
386,434,758words from 1861; thus, the frequency
is 5.5 × 10−5. The use of “slavery” peaked during
the Civil War (early 1860s) and then again during
the civil rights movement (1955–1968) (Fig. 1B)

In contrast, we compare the frequency of “the
Great War” to the frequencies of “World War I”
and “World War II”. References to “the Great
War” peak between 1915 and 1941. But although
its frequency drops thereafter, interest in the un-
derlying events had not disappeared; instead, they
are referred to as “World War I” (Fig. 1C).

These examples highlight two central factors
that contribute to culturomic trends.Cultural change
guides the concepts we discuss (such as “slavery”).
Linguistic change, which, of course, has cultural
roots, affects the words we use for those concepts
(“the Great War” versus “World War I”). In this
paper, we examine both linguistic changes, such
as changes in the lexicon and grammar, and cul-
tural phenomena, such as how we remember peo-
ple and events.

The full data set, which comprises over two
billion culturomic trajectories, is available for
download or exploration at www.culturomics.org
and ngrams.googlelabs.com.

The size of the English lexicon. How many
words are in the English language (9)?

We call a 1-gram “common” if its frequency is
greater than one per billion. [This corresponds to
the frequency of the words listed in leading dic-
tionaries (7) (fig. S3).] We compiled a list of all
common 1-grams in 1900, 1950, and 2000, based
on the frequency of each 1-gram in the preced-
ing decade. These lists contained 1,117,997 com-
mon 1-grams in 1900, 1,102,920 in 1950, and
1,489,337 in 2000.

Not all common 1-grams are English words.
Many fell into three nonword categories: (i) 1-grams
with nonalphabetic characters (“l8r”, “3.14159”),
(ii) misspellings (“becuase”, “abberation”), and
(iii) foreign words (“sensitivo”).

To estimate the number of English words, we
manually annotated random samples from the
lists of common 1-grams (7) and determined what
fraction were members of the above nonword
categories. The result ranged from 51% of all
common 1-grams in 1900 to 31% in 2000.

Using this technique, we estimated the num-
ber of words in the English lexicon as 544,000 in
1900, 597,000 in 1950, and 1,022,000 in 2000.
The lexicon is enjoying a period of enormous
growth: The addition of ~8500 words/year has
increased the size of the language by over 70%
during the past 50 years (Fig. 2A).

Notably, we found more words than appear in
any dictionary. For instance, the 2002 Webster’s
Third New International Dictionary (W3), which
keeps track of the contemporary American lexicon,
lists approximately 348,000 single-wordwordforms
(10); the American Heritage Dictionary of the En-
glish Language, Fourth Edition (AHD4) lists
116,161 (11). (Both contain additional multiword
entries.) Part of this gap is because dictionaries often
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Reading small collections of carefully cho-
senworks enables scholars tomake pow-
erful inferences about trends in human

thought. However, this approach rarely enables
precise measurement of the underlying phenome-
na. Attempts to introduce quantitative methods
into the study of culture (1–6) have been ham-
pered by the lack of suitable data.

We report the creation of a corpus of
5,195,769 digitized books containing ~4% of all
books ever published. Computational analysis of
this corpus enables us to observe cultural trends
and subject them to quantitative investigation.
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The corpus has emerged from Google’s effort
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Each page was scanned with custom equipment
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character recognition (OCR). Additional vol-
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braries and publishers and supplemented with
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have been digitized [~12% of all books ever
published (7)]. We selected a subset of over 5
million books for analysis on the basis of the
quality of their OCR and metadata (Fig. 1A and
fig. S1) (7). Periodicals were excluded.
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the 1500s. The early decades are represented by
only a few books per year, comprising several
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billion; and by 2000, 11 billion (fig. S2).

The corpus cannot be read by a human. If you
tried to read only English-language entries from
the year 2000 alone, at the reasonable pace of 200
words/min, without interruptions for food or sleep,
it would take 80 years. The sequence of letters is
1000 times longer than the human genome: If
you wrote it out in a straight line, it would reach
to the Moon and back 10 times over (8).

To make release of the data possible in light
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or n-gramwas used over time. A 1-gram is a string
of characters uninterrupted by a space; this in-
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is a sequence of 1-grams, such as the phrases “stock
market” (a 2-gram) and “the United States of
America” (a 5-gram). We restricted n to 5 and lim-
ited our study to n-grams occurring at least 40
times in the corpus.

Usage frequency is computed by dividing the
number of instances of the n-gram in a given year
by the total number of words in the corpus in that
year. For instance, in 1861, the 1-gram “slavery”
appeared in the corpus 21,460 times, on 11,687

pages of 1208 books. The corpus contains
386,434,758words from 1861; thus, the frequency
is 5.5 × 10−5. The use of “slavery” peaked during
the Civil War (early 1860s) and then again during
the civil rights movement (1955–1968) (Fig. 1B)
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paper, we examine both linguistic changes, such
as changes in the lexicon and grammar, and cul-
tural phenomena, such as how we remember peo-
ple and events.

The full data set, which comprises over two
billion culturomic trajectories, is available for
download or exploration at www.culturomics.org
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The size of the English lexicon. How many
words are in the English language (9)?

We call a 1-gram “common” if its frequency is
greater than one per billion. [This corresponds to
the frequency of the words listed in leading dic-
tionaries (7) (fig. S3).] We compiled a list of all
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on the frequency of each 1-gram in the preced-
ing decade. These lists contained 1,117,997 com-
mon 1-grams in 1900, 1,102,920 in 1950, and
1,489,337 in 2000.
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Many fell into three nonword categories: (i) 1-grams
with nonalphabetic characters (“l8r”, “3.14159”),
(ii) misspellings (“becuase”, “abberation”), and
(iii) foreign words (“sensitivo”).

To estimate the number of English words, we
manually annotated random samples from the
lists of common 1-grams (7) and determined what
fraction were members of the above nonword
categories. The result ranged from 51% of all
common 1-grams in 1900 to 31% in 2000.

Using this technique, we estimated the num-
ber of words in the English lexicon as 544,000 in
1900, 597,000 in 1950, and 1,022,000 in 2000.
The lexicon is enjoying a period of enormous
growth: The addition of ~8500 words/year has
increased the size of the language by over 70%
during the past 50 years (Fig. 2A).

Notably, we found more words than appear in
any dictionary. For instance, the 2002 Webster’s
Third New International Dictionary (W3), which
keeps track of the contemporary American lexicon,
lists approximately 348,000 single-wordwordforms
(10); the American Heritage Dictionary of the En-
glish Language, Fourth Edition (AHD4) lists
116,161 (11). (Both contain additional multiword
entries.) Part of this gap is because dictionaries often
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exclude proper nouns (fig. S4) and compound
words (“whalewatching”). Even accounting for
these factors,we foundmany undocumentedwords,
such as “aridification” (the process by which a geo-
graphic region becomes dry), “slenthem” (a musical
instrument), and, appropriately, theword “deletable.”

This gap between dictionaries and the lexicon
results from a balance that every dictionary must
strike: It must be comprehensive enough to be a
useful reference but concise enough to be printed,
shipped, and used. As such, many infrequent
words are omitted. To gauge how well dictio-
naries reflect the lexicon, we ordered our year-2000
lexicon by frequency, divided it into eight deciles
(ranging from 10−9 to 10−8, to 10−2 to 10−1) and
sampled each decile (7). We manually checked
how many sample words were listed in the
Oxford English Dictionary (OED) (12) and in the
Merriam-WebsterUnabridgedDictionary (MWD).
(We excluded proper nouns, because neither the
OED nor MWD lists them.) Both dictionaries
had excellent coverage of high-frequency words
but less coverage for frequencies below 10−6:
67% of words in the 10−9 to 10−8 range were
listed in neither dictionary (Fig. 2B). Consistent
with Zipf’s famous law, a large fraction of the
words in our lexicon (63%) were in this lowest-
frequency bin. As a result, we estimated that 52%
of the English lexicon—themajority of thewords
used in English books—consists of lexical “dark
matter” undocumented in standard references (12).

To keep up with the lexicon, dictionaries are
updated regularly (13). We examined how well
these changes corresponded with changes in ac-
tual usage by studying the 2077 1-gramheadwords
added to AHD4 in 2000. The overall frequency of
these words, such as “buckyball” and “netiquette”,
has soared since 1950: Two-thirds exhibited recent

sharp increases in frequency (>2× from 1950 to
2000) (Fig. 2C). Nevertheless, there was a lag be-
tween lexicographers and the lexicon. Over half
thewords added toAHD4were part of the English
lexicon a century ago (frequency >10−9 from 1890
to 1900). In fact, some newly added words, such
as “gypseous” and “amplidyne”, have already un-
dergone a steep decline in frequency (Fig. 2D).

Not only must lexicographers avoid adding
words that have fallen out of fashion, they must
also weed obsolete words from earlier editions.
This is an imperfect process. We found 2220 ob-
solete 1-gram headwords (“diestock”, “alkales-
cent”) in AHD4. Their mean frequency declined
throughout the 20th century and dipped below
10−9 decades ago (Fig. 2D, inset).

Our results suggest that culturomic tools will
aid lexicographers in at least two ways: (i) find-
ing low-frequencywords that they do not list, and
(ii) providing accurate estimates of current fre-
quency trends to reduce the lag between changes
in the lexicon and changes in the dictionary.

The evolution of grammar. Next, we exam-
ined grammatical trends. We studied the English
irregular verbs, a classic model of grammatical
change (14–17). Unlike regular verbs, whose past
tense is generated by adding -ed (jump/jumped),
irregular verbs are conjugated idiosyncratically
(stick/stuck, come/came, get/got) (15).

All irregular verbs coexist with regular com-
petitors (e.g., “strived” and “strove”) that threaten
to supplant them (Fig. 2E and fig. S5). High-
frequency irregulars, which are more readily
remembered, hold their ground better. For in-
stance, we found “found” (frequency: 5 × 10−4)
200,000 timesmore often thanwe finded “finded.”
In contrast, “dwelt” (frequency: 1 × 10−5) dwelt in
our data only 60 times as often as “dwelled”

dwelled. We defined a verb’s “regularity” as the
percentage of instances in the past tense (i.e., the
sum of “drived”, “drove”, and “driven”) in which
the regular form is used.Most irregulars have been
stable for the past 200 years, but 16% underwent
a change in regularity of 10% or more (Fig. 2F).

These changes occurred slowly: It took 200
years for our fastest-moving verb (“chide”) to go
from 10% to 90%. Otherwise, each trajectory
was sui generis; we observed no characteristic
shape. For instance, a few verbs, such as “spill”,
regularized at a constant speed, but others, such
as “thrive” and “dig”, transitioned in fits and starts
(7). In some cases, the trajectory suggested a rea-
son for the trend. For example,with “sped/speeded”
the shift in meaning from “to move rapidly” and
toward “to exceed the legal limit” appears to have
been the driving cause (Fig. 2G).

Six verbs (burn, chide, smell, spell, spill, and
thrive) regularized between 1800 and 2000 (Fig.
2F). Four are remnants of a now-defunct phono-
logical process that used -t instead of -ed; they are
members of a pack of irregulars that survived by
virtue of similarity (bend/bent, build/built, burn/
burnt, learn/learnt, lend/lent, rend/rent, send/sent,
smell/smelt, spell/spelt, spill/spilt, and spoil/spoilt).
Verbs have been defecting from this coalition for
centuries (wend/went, pen/pent, gird/girt, geld/
gelt, and gild/gilt all blend/blent into the domi-
nant -ed rule). Culturomic analysis reveals that
the collapse of this alliance has been the most
significant driver of regularization in the past
200 years. The regularization of burnt, smelt, spelt,
and spilt originated in the United States; the
forms still cling to life in British English (Fig. 2,
E and F). But the -t irregulars may be doomed in
England too. Each year, a population the size of
Cambridge adopts “burned” in lieu of “burnt”.

Fig.1.Culturomic analy-
ses studymillions of books
at once. (A) Top row: Au-
thors have been writing
for millennia; ~129 mil-
lion book editions have
been published since the
adventof theprintingpress
(upper left). Second row:
Libraries and publishing
houses provide books to
Google for scanning (mid-
dle left). Over 15million
bookshavebeendigitized.
Third row: Each book is
associatedwithmetadata.
Fivemillionbooks are cho-
senforcomputationalanal-
ysis (bottom left). Bottom
row:A culturomic time line
shows the frequency of
“apple” in English books
over time (1800–2000).
(B) Usage frequency of
“slavery”. The Civil War (1861–1865) and the civil rights movement (1955–1968) are highlighted in red. The number in the upper left (1e-4 = 10–4) is the unit
of frequency. (C) Usage frequency over time for “the Great War” (blue), “World War I” (green), and “World War II” (red).

Frequency of the
word "apple"

Year

129 million books
published

15 million books
scanned

5 million books
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This gap between dictionaries and the lexicon
results from a balance that every dictionary must
strike: It must be comprehensive enough to be a
useful reference but concise enough to be printed,
shipped, and used. As such, many infrequent
words are omitted. To gauge how well dictio-
naries reflect the lexicon, we ordered our year-2000
lexicon by frequency, divided it into eight deciles
(ranging from 10−9 to 10−8, to 10−2 to 10−1) and
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with Zipf’s famous law, a large fraction of the
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used in English books—consists of lexical “dark
matter” undocumented in standard references (12).

To keep up with the lexicon, dictionaries are
updated regularly (13). We examined how well
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to 1900). In fact, some newly added words, such
as “gypseous” and “amplidyne”, have already un-
dergone a steep decline in frequency (Fig. 2D).
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words that have fallen out of fashion, they must
also weed obsolete words from earlier editions.
This is an imperfect process. We found 2220 ob-
solete 1-gram headwords (“diestock”, “alkales-
cent”) in AHD4. Their mean frequency declined
throughout the 20th century and dipped below
10−9 decades ago (Fig. 2D, inset).

Our results suggest that culturomic tools will
aid lexicographers in at least two ways: (i) find-
ing low-frequencywords that they do not list, and
(ii) providing accurate estimates of current fre-
quency trends to reduce the lag between changes
in the lexicon and changes in the dictionary.

The evolution of grammar. Next, we exam-
ined grammatical trends. We studied the English
irregular verbs, a classic model of grammatical
change (14–17). Unlike regular verbs, whose past
tense is generated by adding -ed (jump/jumped),
irregular verbs are conjugated idiosyncratically
(stick/stuck, come/came, get/got) (15).

All irregular verbs coexist with regular com-
petitors (e.g., “strived” and “strove”) that threaten
to supplant them (Fig. 2E and fig. S5). High-
frequency irregulars, which are more readily
remembered, hold their ground better. For in-
stance, we found “found” (frequency: 5 × 10−4)
200,000 timesmore often thanwe finded “finded.”
In contrast, “dwelt” (frequency: 1 × 10−5) dwelt in
our data only 60 times as often as “dwelled”
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percentage of instances in the past tense (i.e., the
sum of “drived”, “drove”, and “driven”) in which
the regular form is used.Most irregulars have been
stable for the past 200 years, but 16% underwent
a change in regularity of 10% or more (Fig. 2F).
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years for our fastest-moving verb (“chide”) to go
from 10% to 90%. Otherwise, each trajectory
was sui generis; we observed no characteristic
shape. For instance, a few verbs, such as “spill”,
regularized at a constant speed, but others, such
as “thrive” and “dig”, transitioned in fits and starts
(7). In some cases, the trajectory suggested a rea-
son for the trend. For example,with “sped/speeded”
the shift in meaning from “to move rapidly” and
toward “to exceed the legal limit” appears to have
been the driving cause (Fig. 2G).

Six verbs (burn, chide, smell, spell, spill, and
thrive) regularized between 1800 and 2000 (Fig.
2F). Four are remnants of a now-defunct phono-
logical process that used -t instead of -ed; they are
members of a pack of irregulars that survived by
virtue of similarity (bend/bent, build/built, burn/
burnt, learn/learnt, lend/lent, rend/rent, send/sent,
smell/smelt, spell/spelt, spill/spilt, and spoil/spoilt).
Verbs have been defecting from this coalition for
centuries (wend/went, pen/pent, gird/girt, geld/
gelt, and gild/gilt all blend/blent into the domi-
nant -ed rule). Culturomic analysis reveals that
the collapse of this alliance has been the most
significant driver of regularization in the past
200 years. The regularization of burnt, smelt, spelt,
and spilt originated in the United States; the
forms still cling to life in British English (Fig. 2,
E and F). But the -t irregulars may be doomed in
England too. Each year, a population the size of
Cambridge adopts “burned” in lieu of “burnt”.

Fig.1.Culturomic analy-
ses studymillions of books
at once. (A) Top row: Au-
thors have been writing
for millennia; ~129 mil-
lion book editions have
been published since the
adventof theprintingpress
(upper left). Second row:
Libraries and publishing
houses provide books to
Google for scanning (mid-
dle left). Over 15million
bookshavebeendigitized.
Third row: Each book is
associatedwithmetadata.
Fivemillionbooks are cho-
senforcomputationalanal-
ysis (bottom left). Bottom
row:A culturomic time line
shows the frequency of
“apple” in English books
over time (1800–2000).
(B) Usage frequency of
“slavery”. The Civil War (1861–1865) and the civil rights movement (1955–1968) are highlighted in red. The number in the upper left (1e-4 = 10–4) is the unit
of frequency. (C) Usage frequency over time for “the Great War” (blue), “World War I” (green), and “World War II” (red).
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Language is a structured system

Association 
network of 

~ 4000
anatomical

words



A word network constructed
from ~20,000 biomedical terms
(MeSH: medical subject headings)
developed by the
 US National Library of Medicine

[A]! Anatomy
[B]! Organisms
[C]! Diseases
[D] ! Chemicals and Drugs
[E] ! Analytical, Diagnostic
! and Therapeutic Techniques and Equipment
[G]! Biological Sciences

Words interact forming a relational network



Language is a competitive system

A. M. Petersen, J. Tenenbaum, S. Havlin, H. E. Stanley. 
Statistical Laws Governing Fluctuations in Word Use from Word Birth to Word Death  
Scientific Reports 2, 313 (2012).



Evidence for competition in a limited marketplace

Is this a:

a) Xray

b) Radiogram

c) Roentgenogram

??



Words compete for limited market share

Statistical Laws Governing Fluctuations in
Word Use from Word Birth to Word
Death
Alexander M. Petersen1, Joel Tenenbaum2, Shlomo Havlin3 & H. Eugene Stanley2

1Laboratory for the Analysis of Complex Economic Systems, IMT Lucca Institute for Advanced Studies, Lucca 55100, Italy, 2Center for
Polymer Studies and Department of Physics, Boston University, Boston, Massachusetts 02215, USA, 3Minerva Center and
Department of Physics, Bar-Ilan University, Ramat-Gan 52900, Israel.

We analyze the dynamic properties of 107 words recorded in English, Spanish and Hebrew over the period
1800–2008 in order to gain insight into the coevolution of language and culture. We report language
independent patterns useful as benchmarks for theoretical models of language evolution. A significantly
decreasing (increasing) trend in the birth (death) rate of words indicates a recent shift in the selection laws
governing word use. For new words, we observe a peak in the growth-rate fluctuations around 40 years after
introduction, consistent with the typical entry time into standard dictionaries and the human generational
timescale. Pronounced changes in the dynamics of language during periods of war shows that word
correlations, occurring across time and between words, are largely influenced by coevolutionary social,
technological, and political factors. We quantify cultural memory by analyzing the long-term correlations in
the use of individual words using detrended fluctuation analysis.

S
tatistical laws describing the properties of word use, such as Zipf ’s law1–6 and Heaps’ law7,8, have been
thoroughly tested and modeled. These statistical laws are based on static snapshots of written language
using empirical data aggregated over relatively small time periods and comprised of relatively small corpora

ranging in size from individual texts1,2 to relatively small collections of topical texts3,4. However, language is a
fundamentally dynamic complex system, consisting of heterogenous entities at the level of the units (words) and
the interacting users (us). Hence, we begin this paper with two questions: (i) Do languages exhibit dynamical
patterns? (ii) Do individual words exhibit dynamical patterns?

The coevolutionary nature of language requires analysis both at the macro and micro scale. Here we apply
interdisciplinary concepts to empirical language data collected in a massive book digitization effort by Google Inc.,
which recently unveiled a database of words in seven languages, after having scanned approximately 4% of the
world’s books. The massive ‘‘n-gram’’ project9 allows for a novel view into the growth dynamics of word use and
the birth and death processes of words in accordance with evolutionary selection laws10.

A recent analysis of this database by Michel et al.11 addresses numerous well-posed questions rooted in cultural
anthropology using case studies of individual words. Here we take an alternative approach by analyzing the
aggregate properties of the language dynamics recorded in the Google Inc. data in a systematic way, using the word
counts of every word recorded over the 209-year time period 1800 – 2008 in the English, Spanish, and Hebrew text
corpora. This period spans the incredibly rich cultural history that includes several international wars, revolu-
tions, and numerous technological paradigm shifts. Together, the data comprise over 1 3 107 distinct words. We
use concepts from economics to gain quantitative insights into the role of exogenous factors on the evolution of
language, combined with methods from statistical physics to quantify the competition arising from correlations
between words12–14 and the memory-driven autocorrelations in ui(t) across time15–17.

For each corpora comprising millions of distinct words, we use a general word-count framework which
accounts for the underlying growth of language over time. We first define the quantity ui(t) as the number of
uses of word i in year t. Since the number of books and the number of distinct words have grown dramatically over
time, we define the relative word use, fi(t), as the fraction of uses of word i out of all word uses in the same year,

fi tð Þ:ui tð Þ=Nu tð Þ, ð1Þ

where the quantity Nu tð Þ:
PNw tð Þ

i~1 ui tð Þ is the total number of indistinct word uses digitized from books printed
in year t and Nw(t) is the total number of distinct words digitized from books printed in year t. To quantify the
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Although irregulars generally yield to regu-
lars, two verbs did the opposite: light/lit and
wake/woke. Both were irregular inMiddle English,
were mostly regular by 1800, and subsequently
backtracked and are irregular again today. The
fact that these verbs have been going back and
forth for nearly 500 years highlights the gradual
nature of the underlying process.

Still, there was at least one instance of rapid
progress by an irregular form. Presently, 1% of

the English-speaking population switches from
“sneaked” to “snuck” every year. Someone will
have snuck off while you read this sentence. As
before, this trend is more prominent in the United
States but recently sneaked across the Atlantic:
America is the world’s leading exporter of both
regular and irregular verbs.

Out with the old. Just as individuals forget
the past (18, 19), so do societies (20) (fig. S6). To
quantify this effect, we reasoned that the fre-

quency of 1-grams such as “1951” could be used
to measure interest in the events of the corre-
sponding year, and we created plots for each year
between 1875 and 1975.

The plots had a characteristic shape. For
example, “1951” was rarely discussed until
the years immediately preceding 1951. Its fre-
quency soared in 1951, remained high for 3 years,
and then underwent a rapid decay, dropping by
half over the next 15 years. Finally, the plots

Fig. 2. Culturomics has profound consequences for
the study of language, lexicography, and grammar.
(A) The size of the English lexicon over time. Tick
marks show the number of single words in three
dictionaries (see text). (B) Fraction of words in the
lexicon that appear in two different dictionaries as a
function of usage frequency. (C) Five words added
by the AHD in its 2000 update. Inset: Median fre-
quency of new words added to AHD4 in 2000. The
frequency of half of these words exceeded 10−9 as
far back as 1890 (white dot). (D) Obsolete words
added to AHD4 in 2000. Inset: Mean frequency of
the 2220 AHD headwords whose current usage fre-
quency is less than 10−9. (E) Usage frequency of
irregular verbs (red) and their regular counterparts
(blue). Some verbs (chide/chided) have regularized
during the past two centuries. The trajectories for
“speeded” and “speed up” (green) are similar, re-
flecting the role of semantic factors in this instance
of regularization. The verb “burn” first regularized
in the United States (U.S. flag) and later in the
United Kingdom (UK flag). The irregular “snuck” is
rapidly gaining on “sneaked”. (F) Scatterplot of the
irregular verbs; each verb’s position depends on its
regularity (see text) in the early 19th century (x coor-
dinate) and in the late 20th century (y coordinate).
For 16% of the verbs, the change in regularity was
greater than 10% (large font). Dashed lines sepa-
rate irregular verbs (regularity < 50%) from reg-
ular verbs (regularity > 50%). Six verbs became
regular (upper left quadrant, blue), whereas two be-
came irregular (lower right quadrant, red). Inset:
The regularity of “chide” over time. (G) Median reg-
ularity of verbs whose past tense is often signified
with a -t suffix instead of -ed (burn, smell, spell, spill,
dwell, learn, and spoil) in U.S. (black) and UK (gray)
books.
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Although irregulars generally yield to regu-
lars, two verbs did the opposite: light/lit and
wake/woke. Both were irregular inMiddle English,
were mostly regular by 1800, and subsequently
backtracked and are irregular again today. The
fact that these verbs have been going back and
forth for nearly 500 years highlights the gradual
nature of the underlying process.

Still, there was at least one instance of rapid
progress by an irregular form. Presently, 1% of

the English-speaking population switches from
“sneaked” to “snuck” every year. Someone will
have snuck off while you read this sentence. As
before, this trend is more prominent in the United
States but recently sneaked across the Atlantic:
America is the world’s leading exporter of both
regular and irregular verbs.

Out with the old. Just as individuals forget
the past (18, 19), so do societies (20) (fig. S6). To
quantify this effect, we reasoned that the fre-

quency of 1-grams such as “1951” could be used
to measure interest in the events of the corre-
sponding year, and we created plots for each year
between 1875 and 1975.

The plots had a characteristic shape. For
example, “1951” was rarely discussed until
the years immediately preceding 1951. Its fre-
quency soared in 1951, remained high for 3 years,
and then underwent a rapid decay, dropping by
half over the next 15 years. Finally, the plots

Fig. 2. Culturomics has profound consequences for
the study of language, lexicography, and grammar.
(A) The size of the English lexicon over time. Tick
marks show the number of single words in three
dictionaries (see text). (B) Fraction of words in the
lexicon that appear in two different dictionaries as a
function of usage frequency. (C) Five words added
by the AHD in its 2000 update. Inset: Median fre-
quency of new words added to AHD4 in 2000. The
frequency of half of these words exceeded 10−9 as
far back as 1890 (white dot). (D) Obsolete words
added to AHD4 in 2000. Inset: Mean frequency of
the 2220 AHD headwords whose current usage fre-
quency is less than 10−9. (E) Usage frequency of
irregular verbs (red) and their regular counterparts
(blue). Some verbs (chide/chided) have regularized
during the past two centuries. The trajectories for
“speeded” and “speed up” (green) are similar, re-
flecting the role of semantic factors in this instance
of regularization. The verb “burn” first regularized
in the United States (U.S. flag) and later in the
United Kingdom (UK flag). The irregular “snuck” is
rapidly gaining on “sneaked”. (F) Scatterplot of the
irregular verbs; each verb’s position depends on its
regularity (see text) in the early 19th century (x coor-
dinate) and in the late 20th century (y coordinate).
For 16% of the verbs, the change in regularity was
greater than 10% (large font). Dashed lines sepa-
rate irregular verbs (regularity < 50%) from reg-
ular verbs (regularity > 50%). Six verbs became
regular (upper left quadrant, blue), whereas two be-
came irregular (lower right quadrant, red). Inset:
The regularity of “chide” over time. (G) Median reg-
ularity of verbs whose past tense is often signified
with a -t suffix instead of -ed (burn, smell, spell, spill,
dwell, learn, and spoil) in U.S. (black) and UK (gray)
books.
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Quantitative Analysis of Culture Using Millions of 
Digitized Books. Michel, et al. (2011) Science.

Geographic variation in the battle of 
the (ir)regular verb conjugations: 

the past tense  “-ed”,  “-t”, ....



enter a regime marked by slower forgetting:
Collective memory has both a short-term and a
long-term component.

But there have been changes. The amplitude
of the plots is rising every year: Precise dates are
increasingly common. There is also a greater fo-
cus on the present. For instance, “1880” declined
to half its peak value in 1912, a lag of 32 years. In

contrast, “1973” declined to half its peak by
1983, a lag of only 10 years. We are forgetting
our past faster with each passing year (Fig. 3A).

We were curious whether our increasing
tendency to forget the old was accompanied by
more rapid assimilation of the new (21). We di-
vided a list of 147 inventions into time-resolved
cohorts based on the 40-year interval in which

they were first invented (1800–1840, 1840–1880,
and 1880–1920) (7). We tracked the frequency
of each invention in the nth year after it was
invented as compared to its maximum value and
plotted the median of these rescaled trajectories
for each cohort.

The inventions from the earliest cohort
(1800–1840) took over 66 years from invention
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Fig. 3. Cultural turnover is accelerating. (A) We forget: frequency of “1883”
(blue), “1910” (green), and “1950” (red). Inset: We forget faster. The half-life
of the curves (gray dots) is getting shorter (gray line: moving average). (B) Cultural
adoption is quicker. Median trajectory for three cohorts of inventions from three
different time periods (1800–1840, blue; 1840–1880, green; 1880–1920,
red). Inset: The telephone (green; date of invention, green arrow) and radio
(blue; date of invention, blue arrow). (C) Fame of various personalities born
between 1920 and 1930. (D) Frequency of the 50 most famous people born in

1871 (gray lines; median, thick dark gray line). Five examples are highlighted.
(E) The median trajectory of the 1865 cohort is characterized by four
parameters: (i) initial age of celebrity (34 years old, tick mark); (ii) doubling
time of the subsequent rise to fame (4 years, blue line); (iii) age of peak celebrity
(70 years after birth, tick mark), and (iv) half-life of the post-peak forgetting
phase (73 years, red line). Inset: The doubling time and half-life over time.
(F) The median trajectory of the 25 most famous personalities born between
1800 and 1920 in various careers.
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on allows it to absorb any overall increase or decrease in the volume
of searches from year to year. We find similar relationships between
the future orientation index and per capita GDP in 2010 for calcula-
tions of the index with search data from 2009, using the search terms
‘‘2008’’ and ‘‘2010’’ (r 5 0.64, df 5 43, p , 0.001), and for calcula-
tions of the index with search data from 2008, using the search terms
‘‘2007’’ and ‘‘2009’’ (r 5 0.53, df 5 43, p , 0.001).

Discussion
In this study, we have introduced the future orientation index, which
quantifies to what extent Internet users worldwide are seeking
information about the future rather than the past. The analysis
described here shows that the value of this index for 45 countries
in 2010 is correlated with a key economic indicator, per capita GDP.
Our results are consistent with the intriguing possibility that there is
a relationship between the economic success of a country and the
information seeking behaviour of its citizens online. We highlight
two potential explanations for such a relationship. Firstly, these find-
ings may reflect international differences in attention to the future
and the past, where a focus on the future supports economic success.
Secondly, these findings may reflect international differences in the
type of information sought online, perhaps due to economic influ-
ences on available Internet infrastructure. We suggest that the future
orientation index may be productively applied to further spatial and
temporal divisions, and compared with further social and economic
indicators, to help develop an Internet data driven image of world-
wide society today.
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enter a regime marked by slower forgetting:
Collective memory has both a short-term and a
long-term component.

But there have been changes. The amplitude
of the plots is rising every year: Precise dates are
increasingly common. There is also a greater fo-
cus on the present. For instance, “1880” declined
to half its peak value in 1912, a lag of 32 years. In

contrast, “1973” declined to half its peak by
1983, a lag of only 10 years. We are forgetting
our past faster with each passing year (Fig. 3A).

We were curious whether our increasing
tendency to forget the old was accompanied by
more rapid assimilation of the new (21). We di-
vided a list of 147 inventions into time-resolved
cohorts based on the 40-year interval in which

they were first invented (1800–1840, 1840–1880,
and 1880–1920) (7). We tracked the frequency
of each invention in the nth year after it was
invented as compared to its maximum value and
plotted the median of these rescaled trajectories
for each cohort.

The inventions from the earliest cohort
(1800–1840) took over 66 years from invention
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Fig. 3. Cultural turnover is accelerating. (A) We forget: frequency of “1883”
(blue), “1910” (green), and “1950” (red). Inset: We forget faster. The half-life
of the curves (gray dots) is getting shorter (gray line: moving average). (B) Cultural
adoption is quicker. Median trajectory for three cohorts of inventions from three
different time periods (1800–1840, blue; 1840–1880, green; 1880–1920,
red). Inset: The telephone (green; date of invention, green arrow) and radio
(blue; date of invention, blue arrow). (C) Fame of various personalities born
between 1920 and 1930. (D) Frequency of the 50 most famous people born in

1871 (gray lines; median, thick dark gray line). Five examples are highlighted.
(E) The median trajectory of the 1865 cohort is characterized by four
parameters: (i) initial age of celebrity (34 years old, tick mark); (ii) doubling
time of the subsequent rise to fame (4 years, blue line); (iii) age of peak celebrity
(70 years after birth, tick mark), and (iv) half-life of the post-peak forgetting
phase (73 years, red line). Inset: The doubling time and half-life over time.
(F) The median trajectory of the 25 most famous personalities born between
1800 and 1920 in various careers.
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Quantitative Analysis of Culture Using Millions of 
Digitized Books. Michel, et al. (2011) Science. Digital traces of cultural

Nostalgia & Optimism

 
How quickly do we 
FORGET the past?

enter a regime marked by slower forgetting:
Collective memory has both a short-term and a
long-term component.

But there have been changes. The amplitude
of the plots is rising every year: Precise dates are
increasingly common. There is also a greater fo-
cus on the present. For instance, “1880” declined
to half its peak value in 1912, a lag of 32 years. In

contrast, “1973” declined to half its peak by
1983, a lag of only 10 years. We are forgetting
our past faster with each passing year (Fig. 3A).

We were curious whether our increasing
tendency to forget the old was accompanied by
more rapid assimilation of the new (21). We di-
vided a list of 147 inventions into time-resolved
cohorts based on the 40-year interval in which

they were first invented (1800–1840, 1840–1880,
and 1880–1920) (7). We tracked the frequency
of each invention in the nth year after it was
invented as compared to its maximum value and
plotted the median of these rescaled trajectories
for each cohort.

The inventions from the earliest cohort
(1800–1840) took over 66 years from invention
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Fig. 3. Cultural turnover is accelerating. (A) We forget: frequency of “1883”
(blue), “1910” (green), and “1950” (red). Inset: We forget faster. The half-life
of the curves (gray dots) is getting shorter (gray line: moving average). (B) Cultural
adoption is quicker. Median trajectory for three cohorts of inventions from three
different time periods (1800–1840, blue; 1840–1880, green; 1880–1920,
red). Inset: The telephone (green; date of invention, green arrow) and radio
(blue; date of invention, blue arrow). (C) Fame of various personalities born
between 1920 and 1930. (D) Frequency of the 50 most famous people born in

1871 (gray lines; median, thick dark gray line). Five examples are highlighted.
(E) The median trajectory of the 1865 cohort is characterized by four
parameters: (i) initial age of celebrity (34 years old, tick mark); (ii) doubling
time of the subsequent rise to fame (4 years, blue line); (iii) age of peak celebrity
(70 years after birth, tick mark), and (iv) half-life of the post-peak forgetting
phase (73 years, red line). Inset: The doubling time and half-life over time.
(F) The median trajectory of the 25 most famous personalities born between
1800 and 1920 in various careers.
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Quantitative Analysis of Culture Using Millions of 
Digitized Books. Michel, et al. (2011) Science.

Let’s talk about SEX

Occupational choices affect the rise to fame.
We focused on the 25most famous individuals born
between 1800 and 1920 in seven occupations (ac-
tors, artists, writers, politicians, biologists, phys-
icists, and mathematicians), examining how their
fame grewas a function of age (Fig. 3F and fig. S10).

Actors tend to become famous earliest, at
around 30. But the fame of the actors we studied,
whose ascent preceded the spread of television,
rises slowly thereafter. (Their fame peaked at a
frequency of 2 × 10−7.) The writers became fa-
mous about a decade after the actors, but rose for
longer and to a much higher peak (8 × 10−7).
Politicians did not become famous until their 50s,
when, upon being elected president of the United
States (in 11 of 25 cases; 9 more were heads of
other states), they rapidly rose to become the
most famous of the groups (1 × 10−6).

Science is a poor route to fame. Physicists and
biologists eventually reached a similar level of
fame as actors (1 × 10−7), but it took them far
longer. Alas, even at their peak, mathematicians
tend not to be appreciated by the public (2 × 10−8).

Detecting censorship and suppression. Sup-
pression of a person or an idea leaves quantifiable
fingerprints (25). For instance, Nazi censorship of
the Jewish artist Marc Chagall is evident by
comparing the frequency of “Marc Chagall” in
English and in German books (Fig. 4A). In both
languages, there is a rapid ascent starting in the
late 1910s (when Chagall was in his early 30s). In
English, the ascent continues. But in German, the
artist’s popularity decreases, reaching a nadir from
1936 to 1944, when his full name appears only
once. (In contrast, from 1946 to 1954, “Marc
Chagall” appears nearly 100 times in the German

corpus.) Such examples are found in many coun-
tries, includingRussia (Trotsky), China (Tiananmen
Square), and theUnited States (theHollywoodTen,
blacklisted in 1947) (Fig. 4, B to D, and fig. S11).

We probed the impact of censorship on a
person’s cultural influence in Nazi Germany. Led
by such figures as the librarianWolfgangHermann,
the Nazis created lists of authors and artists whose
“undesirable”, “degenerate” work was banned
from libraries and museums and publicly burned
(26–28). We plotted median usage in German for
five such lists: artists (100 names) and writers of
literature (147), politics (117), history (53), and
philosophy (35) (Fig. 4E and fig. S12). We also
included a collection of Nazi party members [547
names (7)]. The five suppressed groups exhibited
a decline. This decline was modest for writers of
history (9%) and literature (27%), but pronounced
in politics (60%), philosophy (76%), and art
(56%). The only group whose signal increased
during the Third Reich was the Nazi party mem-
bers [a 500% increase (7)].

Given such strong signals, we tested whether
one could identify victims of Nazi repression de
novo.We computed a “suppression index” (s) for
each person by dividing their frequency from
1933 to 1945 by themean frequency in 1925–1933
and in 1955–1965 (Fig. 4F, inset). In English, the
distribution of suppression indices is tightly cen-
tered around unity. Fewer than 1% of individuals
lie at the extremes (s < 1/5 or s > 5).

In German, the distribution is much wider, and
skewed to the left: Suppression in Nazi Germany
was not the exception, but the rule (Fig. 4F). At the
far left, 9.8% of individuals showed strong
suppression (s < 1/5). This population is highly
enriched in documented victims of repression,
such as Pablo Picasso (s = 0.12), the Bauhaus
architect Walter Gropius (s = 0.16), and Hermann
Maas (s < 0.01), an influential Protestant minister
who helped many Jews flee (7). (Maas was later
recognized by Israel’s Yad Vashem as one of the
“Righteous Among the Nations.”) At the other
extreme, 1.5% of the population exhibited a dra-
matic rise (s > 5). This subpopulation is highly
enriched in Nazis andNazi-supporters, who bene-
fited immensely from government propaganda (7).

These results provide a strategy for rapidly
identifying likely victims of censorship from a
large pool of possibilities, and highlight how cul-
turomic methods might complement existing his-
torical approaches.

Culturomics. Culturomics is the application
of high-throughput data collection and analysis to
the study of human culture. Books are a begin-
ning, but we must also incorporate newspapers
(29), manuscripts (30), maps (31), artwork (32),
and a myriad of other human creations (33, 34).
Of course, many voices—already lost to time—
lie forever beyond our reach.

Culturomic results are a new type of evidence
in the humanities. As with fossils of ancient crea-
tures, the challenge of culturomics lies in the in-
terpretation of this evidence. Considerations of
space restrict us to the briefest of surveys: a

A B

C D

E F

G H

Fig. 5. Culturomics provides quantitative evidence for scholars in many fields. (A) Historical epi-
demiology: “influenza” is shown in blue; the Russian, Spanish, and Asian flu epidemics are highlighted.
(B) History of the Civil War. (C) Comparative history. (D) Gender studies. (E and F) History of science. (G)
Historical gastronomy. (H) History of religion: “God”.
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Changing norms of sexual equality in our society

Initiated in 
France

Incubated in the 1920s and championed in the 1960s  
in the USA

Woman’s rights
movement



.... sexual revolution of the 1960s: courting norms changing

http://en.wikipedia.org/wiki/
Sexual_revolution_in_1960s_United_States

“With its roots in the first perceived sexual revolution in the 1920s, this 'revolution' 
in 1960s America encompassed many groups who are now synonymous with the 
era. Feminists, gay rights campaigners, hippies and many other political 
movements were all important components and facilitators of change.”
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Ok Let’s Really talk about SEX

evolution of not only terminology representing social norms....
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Ok Let’s Really talk about SEX

but cultural evolution of sexual norms also has significant 
implications for disease control and human reproduction...
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Do historical events change the dynamics?

annual growth rates
External socio-political 

“shocks” bring separated 
languages into contact

dynamic properties of word prevalence at the micro scale and their
relation to socio-political factors at the macro scale, we analyze the
logarithmic growth rate commonly used in finance and economics,

ri tð Þ: ln fi tzDtð Þ{ ln fi tð Þ~ ln
fi tzDtð Þ

fi tð Þ

! "
: ð2Þ

Here we analyze the single year growth rates, Dt;1.
The relative use fi(t) depends on the intrinsic grammatical utility of

the word (related to the number of ‘‘proper’’ sentences that can be
constructed using the word), the semantic utility of the word (related
to the number of meanings a given word can convey), and other
idiosyncratic details related to topical context. Neutral null models
for the evolution of language define the relative use of a word as its
‘‘fitness’’18. In such models, the word frequency is the only factor
determining the survival capacity of a word. In reality, word com-
petition depends on more subtle features of language, such as the
cognitive aspects of efficient communication. For example, the emer-
gence of robust categorical naming patterns observed across many
cultures is regarded to be the result of complex discrimination tactics
shared by intelligent communicators. This is evident in the finite set
of words describing the continuous spectrum of color names, emo-
tional states, and other categorical sets19–21.

In our analysis we treat words with equivalent meanings but with
different spellings (e.g. color versus colour) as distinct words, since
we view the competition among synonyms and alternative spellings
in the linguistic arena as a key ingredient in complex evolutionary
dynamics10,22. For instance, with the advent of automatic spell-check-
ers in the digital era, words recognized by spell-checkers receive a
significant boost in their ‘‘reproductive fitness’’ at the expense of their
misspelled or unstandardized counterparts.

In the linguistic arena, not just ‘‘defective’’ words die, even signifi-
cantly used words can become extinct. Fig. 1 shows three once-sig-
nificant words: ‘‘Radiogram,’’ ‘‘Roentgenogram,’’ and ‘‘Xray’’. These
words compete for the majority share of nouns referring to what is
now commonly known as an ‘‘X-ray’’ (note that such dashes are
discarded in Google’s digitization process). The word ‘‘Roent-
genogram’’ has since become extinct, even though it was the most
common term for several decades in the 20th century. It is likely that

two main factors – (i) communication and information efficiency
bias toward the use of shorter words23 and (ii) the adoption of English
as the leading global language for science – secured the eventual
success of the word ‘‘Xray’’ by the year 1980. It goes without saying
that there are many social and technological factors driving language
change.

We begin this paper by analyzing the vocabulary growth of each
language over time. We then analyze the lifetime growth trajectories
of the set of words that are new to each language to gain quantitative
insight into ‘‘infant’’ and ‘‘adult’’ stages of individual words. Using
two sets of words, (i) the relatively new words, and (ii) the most
common words, we analyze the statistical properties of word growth.
Specifically, we calculate the probability density function P(r) of
growth rate r and calculate the size-dependence of the standard
deviation s(r) of growth rates. In order to gain insight into the
long-term cultural memory, we conclude the analysis by measuring
the autocorrelations in word use by applying detrended fluctuation
analysis (DFA) to individual fi(t).

Results
Quantifying the birth rate and the death rate of words. Just as a
new species can be born into an environment, a word can emerge in a
language. Evolutionary selection laws can apply pressure on the
sustainability of new words since there are limited resources
(topics, books, etc.) for the use of words. Along the same lines, old
words can be driven to extinction when cultural and technological
factors limit the use of a word, in analogy to the environmental
factors that can change the survival capacity of a living species by
altering its ability to survive and reproduce.

We define the birth year y0,i as the year t corresponding to the
first instance of fi tð Þ§0:05 f m

i , where f m
i is median word use

f m
i ~Median fi tð Þf g of a given word over its recorded lifetime in

the Google database. Similarly, we define the death year yf,i as the last
year t during which the word use satisfies ft tð Þ§0:05 f m

i . We use the
relative word use threshold 0:05 f m

i in order to avoid anomalies
arising from extreme fluctuations in fi(t) over the lifetime of the
word. The results obtained using threshold 0:10 f m

i did not show a
significant qualitative difference.

The significance of word births Db(t) and word deaths Dd(t) for
each year t is related to the vocabulary size Nw(t) of a given language.
We define the birth rate cb and death rate cd by normalizing the
number of births Db(t) and deaths Dd(t) in a given year t to the total
number of distinct words Nw(t) recorded in the same year t, so that

cb tð Þ:Db tð Þ=Nw tð Þ,

cd tð Þ:Dd tð Þ=Nw tð Þ:
ð3Þ

This definition yields a proxy for the rate of emergence and dis-
appearance of words. We restrict our analysis to words with birth-
death duration yf,i 2 y0,i 1 1 $ 2 years and to words with first
recorded use t0,i $ 1700, which selects for relatively new words in
the history of a language.

The cb(t) and cd(t) time series plotted in Fig. 2 for the 200-year
period 1800–2000 show trends that intensifies after the 1950s. The
modern era of publishing, which is characterized by more strict
editing procedures at publishing houses, computerized word editing
and automatic spell-checking technology, shows a drastic increase in
the death rate of words. Using visual inspection we verify most
changes to the vocabulary in the last 10–20 years are due to the
extinction of misspelled words and nonsensical print errors, and to
the decreased birth rate of new misspelled variations and genuinely
new words. This phenomenon reflects the decreasing marginal need
for new words, consistent with the sub-linear Heaps’ law observed for
all Google 1-gram corpora in24. Moreover, Fig. 3 shows that cb(t) is
largely comprised of words with relatively large f while cd(t) is almost
entirely comprised of words with relatively small f (see also Fig. S1 in

Figure 1 | Word extinction. The English word ‘‘Roentgenogram’’ derives
from the Nobel prize winning scientist and discoverer of the X-ray,
Wilhelm Röntgen (1845–1923). The prevalence of this word was quickly
challenged by two main competitors, ‘‘X-ray’’ (recorded as ‘‘Xray’’ in the
database) and ‘‘Radiogram.’’ The arithmetic mean frequency of these three
time series is relatively constant over the 80-year period 1920–2000, Æ f æ <
10–7, illustrating the limited linguistic ‘‘market share’’ that can be achieved
by any competitor. We conjecture that the main reason ‘‘Xray’’ has a higher
frequency is due to the ‘‘fitness gain’’ from its efficient short word length
and also due to the fact that English has become the base language for
scientific publication.

www.nature.com/scientificreports

SCIENTIFIC REPORTS | 2 : 313 | DOI: 10.1038/srep00313 2

σ(t) = std. deviation of ri(t)

Spanish speaking countries less involved in WWII



D(t) = σ(t) - Moving Ave. 

Political conflict causes periods of increased fluctuations in 
language and an increased rate of cross-fertilization 

between languages

Role of political conflict on language
New war words (peak year)

Vichyites (1941)

Coprosperity (1942)
UDSR (1947)

fascismo (1926)
breechloader (1940, a type of 

gun loaded via a magazine 

instead of through the tip)
divebomber (1943)

Heinkels (1939) (a type of 
German bomber)

sonsabitches (1944) 

shellshocked (1944) 
profascist (1943) 

antifascists (1945) 
foxtrots (1946)



Languages “cool as they expand”

annual growth rates
dynamic properties of word prevalence at the micro scale and their
relation to socio-political factors at the macro scale, we analyze the
logarithmic growth rate commonly used in finance and economics,

ri tð Þ: ln fi tzDtð Þ{ ln fi tð Þ~ ln
fi tzDtð Þ

fi tð Þ

! "
: ð2Þ

Here we analyze the single year growth rates, Dt;1.
The relative use fi(t) depends on the intrinsic grammatical utility of

the word (related to the number of ‘‘proper’’ sentences that can be
constructed using the word), the semantic utility of the word (related
to the number of meanings a given word can convey), and other
idiosyncratic details related to topical context. Neutral null models
for the evolution of language define the relative use of a word as its
‘‘fitness’’18. In such models, the word frequency is the only factor
determining the survival capacity of a word. In reality, word com-
petition depends on more subtle features of language, such as the
cognitive aspects of efficient communication. For example, the emer-
gence of robust categorical naming patterns observed across many
cultures is regarded to be the result of complex discrimination tactics
shared by intelligent communicators. This is evident in the finite set
of words describing the continuous spectrum of color names, emo-
tional states, and other categorical sets19–21.

In our analysis we treat words with equivalent meanings but with
different spellings (e.g. color versus colour) as distinct words, since
we view the competition among synonyms and alternative spellings
in the linguistic arena as a key ingredient in complex evolutionary
dynamics10,22. For instance, with the advent of automatic spell-check-
ers in the digital era, words recognized by spell-checkers receive a
significant boost in their ‘‘reproductive fitness’’ at the expense of their
misspelled or unstandardized counterparts.

In the linguistic arena, not just ‘‘defective’’ words die, even signifi-
cantly used words can become extinct. Fig. 1 shows three once-sig-
nificant words: ‘‘Radiogram,’’ ‘‘Roentgenogram,’’ and ‘‘Xray’’. These
words compete for the majority share of nouns referring to what is
now commonly known as an ‘‘X-ray’’ (note that such dashes are
discarded in Google’s digitization process). The word ‘‘Roent-
genogram’’ has since become extinct, even though it was the most
common term for several decades in the 20th century. It is likely that

two main factors – (i) communication and information efficiency
bias toward the use of shorter words23 and (ii) the adoption of English
as the leading global language for science – secured the eventual
success of the word ‘‘Xray’’ by the year 1980. It goes without saying
that there are many social and technological factors driving language
change.

We begin this paper by analyzing the vocabulary growth of each
language over time. We then analyze the lifetime growth trajectories
of the set of words that are new to each language to gain quantitative
insight into ‘‘infant’’ and ‘‘adult’’ stages of individual words. Using
two sets of words, (i) the relatively new words, and (ii) the most
common words, we analyze the statistical properties of word growth.
Specifically, we calculate the probability density function P(r) of
growth rate r and calculate the size-dependence of the standard
deviation s(r) of growth rates. In order to gain insight into the
long-term cultural memory, we conclude the analysis by measuring
the autocorrelations in word use by applying detrended fluctuation
analysis (DFA) to individual fi(t).

Results
Quantifying the birth rate and the death rate of words. Just as a
new species can be born into an environment, a word can emerge in a
language. Evolutionary selection laws can apply pressure on the
sustainability of new words since there are limited resources
(topics, books, etc.) for the use of words. Along the same lines, old
words can be driven to extinction when cultural and technological
factors limit the use of a word, in analogy to the environmental
factors that can change the survival capacity of a living species by
altering its ability to survive and reproduce.

We define the birth year y0,i as the year t corresponding to the
first instance of fi tð Þ§0:05 f m

i , where f m
i is median word use

f m
i ~Median fi tð Þf g of a given word over its recorded lifetime in

the Google database. Similarly, we define the death year yf,i as the last
year t during which the word use satisfies ft tð Þ§0:05 f m

i . We use the
relative word use threshold 0:05 f m

i in order to avoid anomalies
arising from extreme fluctuations in fi(t) over the lifetime of the
word. The results obtained using threshold 0:10 f m

i did not show a
significant qualitative difference.

The significance of word births Db(t) and word deaths Dd(t) for
each year t is related to the vocabulary size Nw(t) of a given language.
We define the birth rate cb and death rate cd by normalizing the
number of births Db(t) and deaths Dd(t) in a given year t to the total
number of distinct words Nw(t) recorded in the same year t, so that

cb tð Þ:Db tð Þ=Nw tð Þ,

cd tð Þ:Dd tð Þ=Nw tð Þ:
ð3Þ

This definition yields a proxy for the rate of emergence and dis-
appearance of words. We restrict our analysis to words with birth-
death duration yf,i 2 y0,i 1 1 $ 2 years and to words with first
recorded use t0,i $ 1700, which selects for relatively new words in
the history of a language.

The cb(t) and cd(t) time series plotted in Fig. 2 for the 200-year
period 1800–2000 show trends that intensifies after the 1950s. The
modern era of publishing, which is characterized by more strict
editing procedures at publishing houses, computerized word editing
and automatic spell-checking technology, shows a drastic increase in
the death rate of words. Using visual inspection we verify most
changes to the vocabulary in the last 10–20 years are due to the
extinction of misspelled words and nonsensical print errors, and to
the decreased birth rate of new misspelled variations and genuinely
new words. This phenomenon reflects the decreasing marginal need
for new words, consistent with the sub-linear Heaps’ law observed for
all Google 1-gram corpora in24. Moreover, Fig. 3 shows that cb(t) is
largely comprised of words with relatively large f while cd(t) is almost
entirely comprised of words with relatively small f (see also Fig. S1 in

Figure 1 | Word extinction. The English word ‘‘Roentgenogram’’ derives
from the Nobel prize winning scientist and discoverer of the X-ray,
Wilhelm Röntgen (1845–1923). The prevalence of this word was quickly
challenged by two main competitors, ‘‘X-ray’’ (recorded as ‘‘Xray’’ in the
database) and ‘‘Radiogram.’’ The arithmetic mean frequency of these three
time series is relatively constant over the 80-year period 1920–2000, Æ f æ <
10–7, illustrating the limited linguistic ‘‘market share’’ that can be achieved
by any competitor. We conjecture that the main reason ‘‘Xray’’ has a higher
frequency is due to the ‘‘fitness gain’’ from its efficient short word length
and also due to the fact that English has become the base language for
scientific publication.

www.nature.com/scientificreports
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measures the characteristic 
fluctuations in word growth
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σ(t) = std. deviation of ri(t) A. M. Petersen, J. Tenenbaum, S. Havlin,                   
H. E. Stanley, M. Perc 
Languages cool as they expand: Allometric scaling 
and the decreasing need for new words
Scientific Reports 2, 943 (2012)

Q: Is language evolution 
slowing down?

Q: What is the counteractive 
role of new language platforms? 

e.g. text messaging, Twitter
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1917 Balfour Declaration + Second Aliyah
(renewal of Hebrew as a state language)

Era of automatic 
spell-check

editing

Birth and Death of Words

The modern era of publishing, which is characterized by more strict editing procedures at publishing 
houses and computerized word processing (automatic spell-checking) technology, has led to a 
drastic increase in the death rate of words. 

The birth rate has also decreased, indicating  the decreasing marginal need for new words. 
However, the new words that do survive have relatively high word use frequency (intrinsic fitness, 
e.g. e-mail, Google).



The life-cycle of a new word

Is there a tipping point in the life-cycle 
of a new word? 

New words demonstrate peak 
“instability” when they are  ≈ 30 – 50 
years old, corresponding to: 

a) the typical time it takes to be 
accepted into a dictionary

b) the generational timescale of humans 
(and language evolution)
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“Dark Language”: a hidden Zipf’s law
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Corpus: English
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P(⩾ f) is the percentage of 1-grams (“words”) with observed frequency larger than f

“Kernel” 
lexicon

“Unlimited”
lexicon

1/ζ  = 1

1/ζ = 0.7 0.7% words
1% words

Only ~1% of words in each corpora belong to the “Kernel” lexicon 
(words that a typical person could recognize)

A vast hidden “Dark language” (Unlimited Lexicon) accounts for 
approximately 99% of the 1-grams recorded in each corpora, 



Hidden content: an analogy with “Dark Matter”

*Recent estimates indicate that 95% of the universe is 
composed of dark matter/energy (72.8% dark energy, 22.7% 
dark matter), and only the remaining 4.6% ordinary matter. 
("Seven-Year Wilson Microwave Anisotropy Probe (WMAP) Observations: Sky Maps, Systematic Errors, and Basic Results". nasa.gov)

?

95.5% 4.5%

http://lambda.gsfc.nasa.gov/product/map/dr4/pub_papers/sevenyear/basic_results/wmap_7yr_basic_results.pdf
http://lambda.gsfc.nasa.gov/product/map/dr4/pub_papers/sevenyear/basic_results/wmap_7yr_basic_results.pdf
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Languages cool as they expand: Allometric scaling and the decreasing need for new words
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Food for thought

• Digitization of historical archives is vastly extending our quantitative perspective on  history

• A vast amount o language belongs to an “unlimited” lexicon, consisting of highly specific 
contextual terminology. Consider that the common everyday words, roughly the top 30,000 
most used words which are used with a frequent of more than 1 per million, account for only 
1% of the English language vocabulary

• Words compete with irregular forms and synonyms in a competitive environment: 
“persistence” is gradually suffocating the use of “persistency”

• The growth of language is very sensitive to socio-political shocks, such as war. New words 
enter largely as a result of technological innovation,  but also due to shifts in social behavior: 
consider that the words “girlfriend” and “boyfriend” emerged only in the early 1960s, likely 
reflecting a sexual revolution which has major biological implications (e.g. disease spreading, 
birth rate, etc.). Also, the words “treehuggers” and “ecowarriors” emerged in the early 1990s 
in conjunction with the "save the earth" movement.

• The sustainability of new and old words likely reflects the word’s marginal utility as derived 
from the implicit dependency structure of language (grammar)

Thank You!
A special thanks to my collaborators:
Joel Tenenbaum, Matjaz Perc, 
Shlomo Havlin,  Gene Stanley

http://physics.bu.edu/~amp17/ 

A. M. Petersen, J. Tenenbaum, S. Havlin, H. E. Stanley. 
Statistical Laws Governing Fluctuations in Word Use from Word Birth to Word Death  
Scientific Reports 2, 313 (2012).

A. M. Petersen, J. Tenenbaum, S. Havlin, H. E. Stanley, M. Perc 
Languages cool as they expand: Allometric scaling and the decreasing need for new words
Scientific Reports 2, 943 (2012)



Title: Using big data to quantify the evolution of written corpora at the micro 
and macro scale

Abstract: 

What if you could analyze every word every book in every library, bookcase, 
and attic around the world? What kind of trends and changes in culture could 
you discover? All of the world's books constitute an immense ‘‘crowd-sourced’’ 
historical record that traces the evolution of culture beyond the limits of oral 
history. But to analyze individual words over time has been incredibly 
painstaking-- until now.  Google has digitzed a huge collection of written 
language in the form of the Google Books Ngram Viewer web application 
(https://books.google.com/ngrams). 4% of all books ever published have been 
digitally scanned, making 10 million histories for individual words, a vast 
archive of cultural dynamics over more than two centuries.  With statistical 
methods borrowed from physics, we show what the frequencies of words can 
tell us about every aspect of society, from the recent emergence of the 
environmentalism to the impact of feminism on human sexual behavior over the 
last 200+ years, from the the impact of globalization on vocabularies in 7 
languages, to the role of spell-checkers on the survival rate of "mutant" words.

https://books.google.com/ngrams
https://books.google.com/ngrams


Using Heaps’ law to reveal the marginal utility of new words

b < 1 corresponds to an “economies of scale” and implies a decreasing marginal need for 
additional words as a corpora grows. Because we get more and more ‘‘mileage’’ out of 
new words in an already large language, additional words are needed less and less.
Interestingly, many economic systems have b >1, whereas biological systems have b < 1.
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Allometric scaling analysis is used to quantify 
the role of system size on general phenomena 
characterizing a system, and has been applied 
to understand the metabolic (activity) rate of 

systems with sizes ranging from  mitochondria 

to cities.

Here each data point corresponds to one year: 
Nu(t) is the total number of “tokens” printed in 

year t and Nw(t) is the number of distinct 
tokens in the same year

to model the growth of a book have also predicted this intrinsic
relation between Zipf’s law and Heaps’ law13,37,38.

Figure 2 confirms a sub-linear scaling (b , 1) between Nu and Nw
for each corpora analyzed. These results show how the marginal
returns of new words are given by

LNu

LNw
* Nwð Þ 1{bð Þ=b, ð6Þ

which is an increasing function of Nw for b , 1. Thus, the relative
increase in the induced volume of written languages is larger for new
words than for old words. This is likely due to the fact that new words
are typically technical in nature, requiring additional explanations
that put the word into context with pre-existing words. Specifically, a
new word requires the additional use of preexisting words as a result
of both (i) the explanation of the content of the new word using
existing technical terms, and (ii) the grammatical infrastructure
necessary for that explanation. Hence, there are large spillovers in
the size of the written corpus that follow from the intricate depend-
ency structure of language stemming from the various grammatical
roles39,40.

In order to investigate the role of rare and new words, we calculate
Nu and Nw using only words that have appeared at least Uc times. We
select the absolute number of uses as a word use threshold because a
word in a given year can not appear with a frequency less than 1/Nu,
hence any criteria using relative frequency would necessarily intro-
duce a bias for small corpora samples. This choice also eliminates
words that can spuriously arise from Optical Character Recognition
(OCR) errors in the digitization process and also from intrinsic spel-
ling errors and orthographic spelling variations.

Figures 3 and 4 show the relational dependence of Nu and Nw on
the exclusion of low-frequency words using a variable cutoff Uc 5 2n

with n 5 0 … 11. As Uc increases the Heaps scaling exponent
increases from b < 0.5, approaching b < 1, indicating that core
words are structurally integrated into language as a proportional
background. Interestingly, Altmann et al.41 recently showed that
‘‘word niche’’ can be an essential factor in modeling word use
dynamics. New niche words, though they are marginal increases to
a language’s lexicon, are themselves anything but ‘‘marginal’’ - they
are core words within a subset of the language. This is particularly the
case in online communities in which individuals strive to distinguish

themselves on short timescales by developing stylistic jargon, high-
lighting how language patterns can be context dependent.

We now return to the relation between Heaps’ law and Zipf’s law.
Table I summarizes the b values calculated by means of ordinary least
squares regression using Uc 5 0 to relate Nu(t) to Nw(t). For Uc 5 1
we find that b < 0.5 for all languages analyzed, as expected from
Heaps law, but for Uc > 8 the b value significantly deviates from 0.5,
and for Uc > 1000 the b value begins to saturate approaching unity.
Considering that a1 < 2 implies f < 1 for all corpora, Figures 3 and 4
shows that we can confirm the relation b(Uc) < 1/f only for the more
pruned corpora that require relatively large Uc. This hidden feature of
the scaling relation highlights the underlying structure of language,
which forms a dependency network between the common words of
the kernel lexicon and their more esoteric counterparts in the unlim-
ited lexicon. Moreover, the function hNw/hNu , (Nu)b21 is a mono-
tonically decreasing function for b , 1, demonstrating the decreasing
marginal need for additional words as a corpora grows. In other
words, since we get more and more ‘‘mileage’’ out of new words in
an already large language, additional words are needed less and less.

Corpora size and word-use fluctuations. Lastly, it is instructive to
examine how vocabulary size Nw and the overall size of the corpora
Nu affect fluctuations in word use. Figure 5 shows how Nw(t) and
Nu(t) vary over time over the past two centuries. Note that, apart
from the periods during the two World Wars, the number of words
printed, which we will refer to as the ‘‘literary productivity’’, has been
increasing over time. The number of distinct words (vocabulary size)
has also increased reflecting basic social and technological
advancement8.

To investigate the role of fluctuations, we focus on the logarithmic
growth rate, commonly used in finance and economics

ri tð Þ:ln fi tzDtð Þ{ln fi tð Þ~ln
fi tzDtð Þ

fi tð Þ

! "
, ð7Þ

to measure the relative growth of word use over 1-year periods, Dt ;
1 year. Recent quantitative analysis on the distribution P(r) of word
use growth rates ri(t) indicates that annual fluctuations in word use
deviates significantly from the predictions of null models for lan-
guage evolution9.

Figure 2 | Allometric scaling of language. Scatter plots of the output corpora size Nu given the empirical vocabulary size Nw using all data (Uc 5 0) over
the 209-year period 1800–2008. Shown are OLS estimation of the exponent b quantifying the Heaps’ law relation Nw , [Nu]b.
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Marginal need for
new words 

(decreasing for b<1)



Using Heaps’ law to provide insight into the dependency structure between words105 106 107 108 109 1010
102

103

104

105

106

107

Corpus size, NuHt » UcL
V
oc
ab
ul
ar
y
si
ze
,N

w
Ht»U

cL

100 101 102 103 104
0.5

0.6
0.7
0.8
0.9
1.

Uc

b

105 106 107 108 109
101

102

103

104

105

106

Corpus size, NuHt » UcL

V
oc
ab
ul
ar
y
si
ze
,N

w
Ht»U

cL

104 105 106 107 108 109
101

102

103

104

105

106

Corpus size, NuHt » UcL

V
oc
ab
ul
ar
y
si
ze
,N

w
Ht»U

cL

106 107 108 109

102

103

104

105

106

Corpus size, NuHt » UcL

V
oc
ab
ul
ar
y
si
ze
,N

w
Ht»U

cL
106 107 108 109

102

103

104

105

106

Corpus size, NuHt » UcL

V
oc
ab
ul
ar
y
si
ze
,N

w
Ht»U

cL

English

English 
Fiction

English 1M

English GB English US

100 101 102 103 104
0.5
0.6
0.7
0.8
0.9
1.

Uc

b

100 101 102 103 104
0.4
0.5
0.6
0.7
0.8
0.9
1.

Uc

b

100 101 102 103 104
0.5
0.6
0.7
0.8
0.9
1.

Uc

b

100 101 102 103 104
0.5
0.6
0.7
0.8
0.9
1.

Uc

b Uc●
●
●
●
●
●
●
●

1
2
4
8
16
32
64
128

●
●
●
●
●
●
●
●

256
512
1024
2048
4096
8192
16384
32768

b
105 106 107 108 109 1010

102

103

104

105

106

107

Corpus size, NuHt » UcL

V
oc
ab
ul
ar
y
si
ze
,N

w
Ht»U

cL

100 101 102 103 104
0.5

0.6
0.7
0.8
0.9
1.

Uc

b

105 106 107 108 109
101

102

103

104

105

106

Corpus size, NuHt » UcL

V
oc
ab
ul
ar
y
si
ze
,N

w
Ht»U

cL

104 105 106 107 108 109
101

102

103

104

105

106

Corpus size, NuHt » UcL

V
oc
ab
ul
ar
y
si
ze
,N

w
Ht»U

cL

106 107 108 109

102

103

104

105

106

Corpus size, NuHt » UcL

V
oc
ab
ul
ar
y
si
ze
,N

w
Ht»U

cL

106 107 108 109
102

103

104

105

106

Corpus size, NuHt » UcL

V
oc
ab
ul
ar
y
si
ze
,N

w
Ht»U

cL

English

English 
Fiction

English 1M

English GB English US

100 101 102 103 104
0.5
0.6
0.7
0.8
0.9
1.

Uc

b

100 101 102 103 104
0.4
0.5
0.6
0.7
0.8
0.9
1.

Uc

b

100 101 102 103 104
0.5
0.6
0.7
0.8
0.9
1.

Uc

b

100 101 102 103 104
0.5
0.6
0.7
0.8
0.9
1.

Uc

b Uc●
●
●
●
●
●
●
●

1
2
4
8
16
32
64
128

●
●
●
●
●
●
●
●

256
512
1024
2048
4096
8192
16384
32768

b

Q: How does b change if we only include words with ui ⩾ Uc in our allometric 
scaling analysis??

As Uc increases the Heaps scaling exponent increases from b ≈ 0.5, approaching 
b ≈ 1, indicating that core “Kernel” words are structurally integrated into 
language as a proportional background, Nu(t) ~ Nw(t), quantifying how the 
kernel lexicon is the structural “glue” with larger marginal utility per word



Life-cycle analysis of Mesh terms
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Fig. 5: (MESH)
The growth trajectory of individual mesh terms. The maximum in panel suggests that 
new concepts reach their peak popularity after roughly 5 years. Similar to the growth of 
regions, there is another characteristic timescale \tau \approx 10 years corresponding to 
the life-cycle of the idea, whereby the likelihood of other regions entering into the market 
for Mesh i significantly decreases. For each panel we calculate the trajectory using only 
Mesh terms with lifetime L_i > T_c = {5,10,15, 20} years and birth year y_i(0) >=1987.

The growth trajectory of individual mesh 
terms. 

Most new MeSH concepts reach their 
peak popularity around roughly 4-7 
years. 

The 4 trajectories are calculated using 
only MeSH terms with lifetime Li > 
Tc = {5,10,15, 20} years and birth 
year yi(0) ≥ 1987.

Is there a characteristic life-cycle for scientific 
trends? 4-7 years is also consistent with the peak in 

the citation trajectory of highly cited papers
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Structural evolution of languages across time

Famous Zipf + Heaps’ laws are based on static snapshots of 
(relatively) small texts/corpora
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Zipf’s law: f(r) ~ 1/rζ Heaps’ law: Nw ~ (Nu)b

b < 1

Q: can we learn anything from analyzing the properties of 
these statistical laws over time?

ζ = 1



“zero sum” competitive system

using fi ≥ fc

r = annual growth rates in the 
word usage frequency

dynamic properties of word prevalence at the micro scale and their
relation to socio-political factors at the macro scale, we analyze the
logarithmic growth rate commonly used in finance and economics,

ri tð Þ: ln fi tzDtð Þ{ ln fi tð Þ~ ln
fi tzDtð Þ

fi tð Þ

! "
: ð2Þ

Here we analyze the single year growth rates, Dt;1.
The relative use fi(t) depends on the intrinsic grammatical utility of

the word (related to the number of ‘‘proper’’ sentences that can be
constructed using the word), the semantic utility of the word (related
to the number of meanings a given word can convey), and other
idiosyncratic details related to topical context. Neutral null models
for the evolution of language define the relative use of a word as its
‘‘fitness’’18. In such models, the word frequency is the only factor
determining the survival capacity of a word. In reality, word com-
petition depends on more subtle features of language, such as the
cognitive aspects of efficient communication. For example, the emer-
gence of robust categorical naming patterns observed across many
cultures is regarded to be the result of complex discrimination tactics
shared by intelligent communicators. This is evident in the finite set
of words describing the continuous spectrum of color names, emo-
tional states, and other categorical sets19–21.

In our analysis we treat words with equivalent meanings but with
different spellings (e.g. color versus colour) as distinct words, since
we view the competition among synonyms and alternative spellings
in the linguistic arena as a key ingredient in complex evolutionary
dynamics10,22. For instance, with the advent of automatic spell-check-
ers in the digital era, words recognized by spell-checkers receive a
significant boost in their ‘‘reproductive fitness’’ at the expense of their
misspelled or unstandardized counterparts.

In the linguistic arena, not just ‘‘defective’’ words die, even signifi-
cantly used words can become extinct. Fig. 1 shows three once-sig-
nificant words: ‘‘Radiogram,’’ ‘‘Roentgenogram,’’ and ‘‘Xray’’. These
words compete for the majority share of nouns referring to what is
now commonly known as an ‘‘X-ray’’ (note that such dashes are
discarded in Google’s digitization process). The word ‘‘Roent-
genogram’’ has since become extinct, even though it was the most
common term for several decades in the 20th century. It is likely that

two main factors – (i) communication and information efficiency
bias toward the use of shorter words23 and (ii) the adoption of English
as the leading global language for science – secured the eventual
success of the word ‘‘Xray’’ by the year 1980. It goes without saying
that there are many social and technological factors driving language
change.

We begin this paper by analyzing the vocabulary growth of each
language over time. We then analyze the lifetime growth trajectories
of the set of words that are new to each language to gain quantitative
insight into ‘‘infant’’ and ‘‘adult’’ stages of individual words. Using
two sets of words, (i) the relatively new words, and (ii) the most
common words, we analyze the statistical properties of word growth.
Specifically, we calculate the probability density function P(r) of
growth rate r and calculate the size-dependence of the standard
deviation s(r) of growth rates. In order to gain insight into the
long-term cultural memory, we conclude the analysis by measuring
the autocorrelations in word use by applying detrended fluctuation
analysis (DFA) to individual fi(t).

Results
Quantifying the birth rate and the death rate of words. Just as a
new species can be born into an environment, a word can emerge in a
language. Evolutionary selection laws can apply pressure on the
sustainability of new words since there are limited resources
(topics, books, etc.) for the use of words. Along the same lines, old
words can be driven to extinction when cultural and technological
factors limit the use of a word, in analogy to the environmental
factors that can change the survival capacity of a living species by
altering its ability to survive and reproduce.

We define the birth year y0,i as the year t corresponding to the
first instance of fi tð Þ§0:05 f m

i , where f m
i is median word use

f m
i ~Median fi tð Þf g of a given word over its recorded lifetime in

the Google database. Similarly, we define the death year yf,i as the last
year t during which the word use satisfies ft tð Þ§0:05 f m

i . We use the
relative word use threshold 0:05 f m

i in order to avoid anomalies
arising from extreme fluctuations in fi(t) over the lifetime of the
word. The results obtained using threshold 0:10 f m

i did not show a
significant qualitative difference.

The significance of word births Db(t) and word deaths Dd(t) for
each year t is related to the vocabulary size Nw(t) of a given language.
We define the birth rate cb and death rate cd by normalizing the
number of births Db(t) and deaths Dd(t) in a given year t to the total
number of distinct words Nw(t) recorded in the same year t, so that

cb tð Þ:Db tð Þ=Nw tð Þ,

cd tð Þ:Dd tð Þ=Nw tð Þ:
ð3Þ

This definition yields a proxy for the rate of emergence and dis-
appearance of words. We restrict our analysis to words with birth-
death duration yf,i 2 y0,i 1 1 $ 2 years and to words with first
recorded use t0,i $ 1700, which selects for relatively new words in
the history of a language.

The cb(t) and cd(t) time series plotted in Fig. 2 for the 200-year
period 1800–2000 show trends that intensifies after the 1950s. The
modern era of publishing, which is characterized by more strict
editing procedures at publishing houses, computerized word editing
and automatic spell-checking technology, shows a drastic increase in
the death rate of words. Using visual inspection we verify most
changes to the vocabulary in the last 10–20 years are due to the
extinction of misspelled words and nonsensical print errors, and to
the decreased birth rate of new misspelled variations and genuinely
new words. This phenomenon reflects the decreasing marginal need
for new words, consistent with the sub-linear Heaps’ law observed for
all Google 1-gram corpora in24. Moreover, Fig. 3 shows that cb(t) is
largely comprised of words with relatively large f while cd(t) is almost
entirely comprised of words with relatively small f (see also Fig. S1 in

Figure 1 | Word extinction. The English word ‘‘Roentgenogram’’ derives
from the Nobel prize winning scientist and discoverer of the X-ray,
Wilhelm Röntgen (1845–1923). The prevalence of this word was quickly
challenged by two main competitors, ‘‘X-ray’’ (recorded as ‘‘Xray’’ in the
database) and ‘‘Radiogram.’’ The arithmetic mean frequency of these three
time series is relatively constant over the 80-year period 1920–2000, Æ f æ <
10–7, illustrating the limited linguistic ‘‘market share’’ that can be achieved
by any competitor. We conjecture that the main reason ‘‘Xray’’ has a higher
frequency is due to the ‘‘fitness gain’’ from its efficient short word length
and also due to the fact that English has become the base language for
scientific publication.
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Normal
distribution

P(r) is centered 
around r ≅ 0,
a “zero sum” 

competitive system
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Excess number of large growth (+/-) events as compared to the Gibrat multiplicative growth model 
which predicts a Gaussian distribution for P(R)

Q: How do complex systems 
grow ?

Q: How big are the rare events 
(often neglected by simple 
models) ?

“tent-shaped” growth patterns are common in complex systems


