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Outline

• Digital Humanities made possible by crowd-sourced “big 
data” spanning multiple levels of order (time, geography, ...) 

• Books: n-grams ~ word space

• Journal articles: technical terms ~ idea space (MeSH)

• Quantitative analysis of historical trends

• Competition (e.g. for limited attention)

• Geospatial variation and the role of socio-political 
shocks

• Growth trends in the use of individual (new) words

• Zipf’s law and Heaps’ allometric scaling over time



Historical crowd-sourced data

Google Inc.  digital books repository

Corpus of 5,195,769 digitized books from 1520-
present, containing ~4% of all books ever published
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We constructed a corpus of digitized texts containing about 4% of all books ever printed. Analysis of this
corpus enables us to investigate cultural trends quantitatively. We survey the vast terrain of ‘culturomics,’
focusing on linguistic and cultural phenomena that were reflected in the English language between
1800 and 2000. We show how this approach can provide insights about fields as diverse as lexicography,
the evolution of grammar, collective memory, the adoption of technology, the pursuit of fame,
censorship, and historical epidemiology. Culturomics extends the boundaries of rigorous quantitative
inquiry to a wide array of new phenomena spanning the social sciences and the humanities.

Reading small collections of carefully cho-
senworks enables scholars tomake pow-
erful inferences about trends in human

thought. However, this approach rarely enables
precise measurement of the underlying phenome-
na. Attempts to introduce quantitative methods
into the study of culture (1–6) have been ham-
pered by the lack of suitable data.

We report the creation of a corpus of
5,195,769 digitized books containing ~4% of all
books ever published. Computational analysis of
this corpus enables us to observe cultural trends
and subject them to quantitative investigation.
‘Culturomics’ extends the boundaries of scientific
inquiry to a wide array of new phenomena.

The corpus has emerged from Google’s effort
to digitize books. Most books were drawn from
over 40 university libraries around the world.
Each page was scanned with custom equipment
(7), and the text was digitized bymeans of optical
character recognition (OCR). Additional vol-
umes, both physical and digital, were contributed

by publishers. Metadata describing the date and
place of publication were provided by the li-
braries and publishers and supplemented with
bibliographic databases. Over 15 million books
have been digitized [~12% of all books ever
published (7)]. We selected a subset of over 5
million books for analysis on the basis of the
quality of their OCR and metadata (Fig. 1A and
fig. S1) (7). Periodicals were excluded.

The resulting corpus contains over 500 billion
words, in English (361 billion), French (45 billion),
Spanish (45 billion), German (37 billion), Chinese
(13 billion), Russian (35 billion), and Hebrew
(2 billion). The oldest works were published in
the 1500s. The early decades are represented by
only a few books per year, comprising several
hundred thousand words. By 1800, the corpus
grows to 98 million words per year; by 1900, 1.8
billion; and by 2000, 11 billion (fig. S2).

The corpus cannot be read by a human. If you
tried to read only English-language entries from
the year 2000 alone, at the reasonable pace of 200
words/min, without interruptions for food or sleep,
it would take 80 years. The sequence of letters is
1000 times longer than the human genome: If
you wrote it out in a straight line, it would reach
to the Moon and back 10 times over (8).

To make release of the data possible in light
of copyright constraints, we restricted this initial
study to the question of how often a given 1-gram
or n-gramwas used over time. A 1-gram is a string
of characters uninterrupted by a space; this in-
cludeswords (“banana”, “SCUBA”) but also num-
bers (“3.14159”) and typos (“excesss”). An n-gram
is a sequence of 1-grams, such as the phrases “stock
market” (a 2-gram) and “the United States of
America” (a 5-gram). We restricted n to 5 and lim-
ited our study to n-grams occurring at least 40
times in the corpus.

Usage frequency is computed by dividing the
number of instances of the n-gram in a given year
by the total number of words in the corpus in that
year. For instance, in 1861, the 1-gram “slavery”
appeared in the corpus 21,460 times, on 11,687

pages of 1208 books. The corpus contains
386,434,758words from 1861; thus, the frequency
is 5.5 × 10−5. The use of “slavery” peaked during
the Civil War (early 1860s) and then again during
the civil rights movement (1955–1968) (Fig. 1B)

In contrast, we compare the frequency of “the
Great War” to the frequencies of “World War I”
and “World War II”. References to “the Great
War” peak between 1915 and 1941. But although
its frequency drops thereafter, interest in the un-
derlying events had not disappeared; instead, they
are referred to as “World War I” (Fig. 1C).

These examples highlight two central factors
that contribute to culturomic trends.Cultural change
guides the concepts we discuss (such as “slavery”).
Linguistic change, which, of course, has cultural
roots, affects the words we use for those concepts
(“the Great War” versus “World War I”). In this
paper, we examine both linguistic changes, such
as changes in the lexicon and grammar, and cul-
tural phenomena, such as how we remember peo-
ple and events.

The full data set, which comprises over two
billion culturomic trajectories, is available for
download or exploration at www.culturomics.org
and ngrams.googlelabs.com.

The size of the English lexicon. How many
words are in the English language (9)?

We call a 1-gram “common” if its frequency is
greater than one per billion. [This corresponds to
the frequency of the words listed in leading dic-
tionaries (7) (fig. S3).] We compiled a list of all
common 1-grams in 1900, 1950, and 2000, based
on the frequency of each 1-gram in the preced-
ing decade. These lists contained 1,117,997 com-
mon 1-grams in 1900, 1,102,920 in 1950, and
1,489,337 in 2000.

Not all common 1-grams are English words.
Many fell into three nonword categories: (i) 1-grams
with nonalphabetic characters (“l8r”, “3.14159”),
(ii) misspellings (“becuase”, “abberation”), and
(iii) foreign words (“sensitivo”).

To estimate the number of English words, we
manually annotated random samples from the
lists of common 1-grams (7) and determined what
fraction were members of the above nonword
categories. The result ranged from 51% of all
common 1-grams in 1900 to 31% in 2000.

Using this technique, we estimated the num-
ber of words in the English lexicon as 544,000 in
1900, 597,000 in 1950, and 1,022,000 in 2000.
The lexicon is enjoying a period of enormous
growth: The addition of ~8500 words/year has
increased the size of the language by over 70%
during the past 50 years (Fig. 2A).

Notably, we found more words than appear in
any dictionary. For instance, the 2002 Webster’s
Third New International Dictionary (W3), which
keeps track of the contemporary American lexicon,
lists approximately 348,000 single-wordwordforms
(10); the American Heritage Dictionary of the En-
glish Language, Fourth Edition (AHD4) lists
116,161 (11). (Both contain additional multiword
entries.) Part of this gap is because dictionaries often
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Reading small collections of carefully cho-
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erful inferences about trends in human

thought. However, this approach rarely enables
precise measurement of the underlying phenome-
na. Attempts to introduce quantitative methods
into the study of culture (1–6) have been ham-
pered by the lack of suitable data.
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5,195,769 digitized books containing ~4% of all
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and subject them to quantitative investigation.
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have been digitized [~12% of all books ever
published (7)]. We selected a subset of over 5
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quality of their OCR and metadata (Fig. 1A and
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only a few books per year, comprising several
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billion; and by 2000, 11 billion (fig. S2).
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the year 2000 alone, at the reasonable pace of 200
words/min, without interruptions for food or sleep,
it would take 80 years. The sequence of letters is
1000 times longer than the human genome: If
you wrote it out in a straight line, it would reach
to the Moon and back 10 times over (8).

To make release of the data possible in light
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is a sequence of 1-grams, such as the phrases “stock
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America” (a 5-gram). We restricted n to 5 and lim-
ited our study to n-grams occurring at least 40
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Usage frequency is computed by dividing the
number of instances of the n-gram in a given year
by the total number of words in the corpus in that
year. For instance, in 1861, the 1-gram “slavery”
appeared in the corpus 21,460 times, on 11,687
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386,434,758words from 1861; thus, the frequency
is 5.5 × 10−5. The use of “slavery” peaked during
the Civil War (early 1860s) and then again during
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derlying events had not disappeared; instead, they
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paper, we examine both linguistic changes, such
as changes in the lexicon and grammar, and cul-
tural phenomena, such as how we remember peo-
ple and events.

The full data set, which comprises over two
billion culturomic trajectories, is available for
download or exploration at www.culturomics.org
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words are in the English language (9)?

We call a 1-gram “common” if its frequency is
greater than one per billion. [This corresponds to
the frequency of the words listed in leading dic-
tionaries (7) (fig. S3).] We compiled a list of all
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on the frequency of each 1-gram in the preced-
ing decade. These lists contained 1,117,997 com-
mon 1-grams in 1900, 1,102,920 in 1950, and
1,489,337 in 2000.
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Many fell into three nonword categories: (i) 1-grams
with nonalphabetic characters (“l8r”, “3.14159”),
(ii) misspellings (“becuase”, “abberation”), and
(iii) foreign words (“sensitivo”).

To estimate the number of English words, we
manually annotated random samples from the
lists of common 1-grams (7) and determined what
fraction were members of the above nonword
categories. The result ranged from 51% of all
common 1-grams in 1900 to 31% in 2000.

Using this technique, we estimated the num-
ber of words in the English lexicon as 544,000 in
1900, 597,000 in 1950, and 1,022,000 in 2000.
The lexicon is enjoying a period of enormous
growth: The addition of ~8500 words/year has
increased the size of the language by over 70%
during the past 50 years (Fig. 2A).

Notably, we found more words than appear in
any dictionary. For instance, the 2002 Webster’s
Third New International Dictionary (W3), which
keeps track of the contemporary American lexicon,
lists approximately 348,000 single-wordwordforms
(10); the American Heritage Dictionary of the En-
glish Language, Fourth Edition (AHD4) lists
116,161 (11). (Both contain additional multiword
entries.) Part of this gap is because dictionaries often
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exclude proper nouns (fig. S4) and compound
words (“whalewatching”). Even accounting for
these factors,we foundmany undocumentedwords,
such as “aridification” (the process by which a geo-
graphic region becomes dry), “slenthem” (a musical
instrument), and, appropriately, theword “deletable.”

This gap between dictionaries and the lexicon
results from a balance that every dictionary must
strike: It must be comprehensive enough to be a
useful reference but concise enough to be printed,
shipped, and used. As such, many infrequent
words are omitted. To gauge how well dictio-
naries reflect the lexicon, we ordered our year-2000
lexicon by frequency, divided it into eight deciles
(ranging from 10−9 to 10−8, to 10−2 to 10−1) and
sampled each decile (7). We manually checked
how many sample words were listed in the
Oxford English Dictionary (OED) (12) and in the
Merriam-WebsterUnabridgedDictionary (MWD).
(We excluded proper nouns, because neither the
OED nor MWD lists them.) Both dictionaries
had excellent coverage of high-frequency words
but less coverage for frequencies below 10−6:
67% of words in the 10−9 to 10−8 range were
listed in neither dictionary (Fig. 2B). Consistent
with Zipf’s famous law, a large fraction of the
words in our lexicon (63%) were in this lowest-
frequency bin. As a result, we estimated that 52%
of the English lexicon—themajority of thewords
used in English books—consists of lexical “dark
matter” undocumented in standard references (12).

To keep up with the lexicon, dictionaries are
updated regularly (13). We examined how well
these changes corresponded with changes in ac-
tual usage by studying the 2077 1-gramheadwords
added to AHD4 in 2000. The overall frequency of
these words, such as “buckyball” and “netiquette”,
has soared since 1950: Two-thirds exhibited recent

sharp increases in frequency (>2× from 1950 to
2000) (Fig. 2C). Nevertheless, there was a lag be-
tween lexicographers and the lexicon. Over half
thewords added toAHD4were part of the English
lexicon a century ago (frequency >10−9 from 1890
to 1900). In fact, some newly added words, such
as “gypseous” and “amplidyne”, have already un-
dergone a steep decline in frequency (Fig. 2D).

Not only must lexicographers avoid adding
words that have fallen out of fashion, they must
also weed obsolete words from earlier editions.
This is an imperfect process. We found 2220 ob-
solete 1-gram headwords (“diestock”, “alkales-
cent”) in AHD4. Their mean frequency declined
throughout the 20th century and dipped below
10−9 decades ago (Fig. 2D, inset).

Our results suggest that culturomic tools will
aid lexicographers in at least two ways: (i) find-
ing low-frequencywords that they do not list, and
(ii) providing accurate estimates of current fre-
quency trends to reduce the lag between changes
in the lexicon and changes in the dictionary.

The evolution of grammar. Next, we exam-
ined grammatical trends. We studied the English
irregular verbs, a classic model of grammatical
change (14–17). Unlike regular verbs, whose past
tense is generated by adding -ed (jump/jumped),
irregular verbs are conjugated idiosyncratically
(stick/stuck, come/came, get/got) (15).

All irregular verbs coexist with regular com-
petitors (e.g., “strived” and “strove”) that threaten
to supplant them (Fig. 2E and fig. S5). High-
frequency irregulars, which are more readily
remembered, hold their ground better. For in-
stance, we found “found” (frequency: 5 × 10−4)
200,000 timesmore often thanwe finded “finded.”
In contrast, “dwelt” (frequency: 1 × 10−5) dwelt in
our data only 60 times as often as “dwelled”

dwelled. We defined a verb’s “regularity” as the
percentage of instances in the past tense (i.e., the
sum of “drived”, “drove”, and “driven”) in which
the regular form is used.Most irregulars have been
stable for the past 200 years, but 16% underwent
a change in regularity of 10% or more (Fig. 2F).

These changes occurred slowly: It took 200
years for our fastest-moving verb (“chide”) to go
from 10% to 90%. Otherwise, each trajectory
was sui generis; we observed no characteristic
shape. For instance, a few verbs, such as “spill”,
regularized at a constant speed, but others, such
as “thrive” and “dig”, transitioned in fits and starts
(7). In some cases, the trajectory suggested a rea-
son for the trend. For example,with “sped/speeded”
the shift in meaning from “to move rapidly” and
toward “to exceed the legal limit” appears to have
been the driving cause (Fig. 2G).

Six verbs (burn, chide, smell, spell, spill, and
thrive) regularized between 1800 and 2000 (Fig.
2F). Four are remnants of a now-defunct phono-
logical process that used -t instead of -ed; they are
members of a pack of irregulars that survived by
virtue of similarity (bend/bent, build/built, burn/
burnt, learn/learnt, lend/lent, rend/rent, send/sent,
smell/smelt, spell/spelt, spill/spilt, and spoil/spoilt).
Verbs have been defecting from this coalition for
centuries (wend/went, pen/pent, gird/girt, geld/
gelt, and gild/gilt all blend/blent into the domi-
nant -ed rule). Culturomic analysis reveals that
the collapse of this alliance has been the most
significant driver of regularization in the past
200 years. The regularization of burnt, smelt, spelt,
and spilt originated in the United States; the
forms still cling to life in British English (Fig. 2,
E and F). But the -t irregulars may be doomed in
England too. Each year, a population the size of
Cambridge adopts “burned” in lieu of “burnt”.

Fig.1.Culturomic analy-
ses studymillions of books
at once. (A) Top row: Au-
thors have been writing
for millennia; ~129 mil-
lion book editions have
been published since the
adventof theprintingpress
(upper left). Second row:
Libraries and publishing
houses provide books to
Google for scanning (mid-
dle left). Over 15million
bookshavebeendigitized.
Third row: Each book is
associatedwithmetadata.
Fivemillionbooks are cho-
senforcomputationalanal-
ysis (bottom left). Bottom
row:A culturomic time line
shows the frequency of
“apple” in English books
over time (1800–2000).
(B) Usage frequency of
“slavery”. The Civil War (1861–1865) and the civil rights movement (1955–1968) are highlighted in red. The number in the upper left (1e-4 = 10–4) is the unit
of frequency. (C) Usage frequency over time for “the Great War” (blue), “World War I” (green), and “World War II” (red).

Frequency of the
word "apple"

Year

129 million books
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15 million books
scanned
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This gap between dictionaries and the lexicon
results from a balance that every dictionary must
strike: It must be comprehensive enough to be a
useful reference but concise enough to be printed,
shipped, and used. As such, many infrequent
words are omitted. To gauge how well dictio-
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Oxford English Dictionary (OED) (12) and in the
Merriam-WebsterUnabridgedDictionary (MWD).
(We excluded proper nouns, because neither the
OED nor MWD lists them.) Both dictionaries
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matter” undocumented in standard references (12).
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updated regularly (13). We examined how well
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tual usage by studying the 2077 1-gramheadwords
added to AHD4 in 2000. The overall frequency of
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dergone a steep decline in frequency (Fig. 2D).

Not only must lexicographers avoid adding
words that have fallen out of fashion, they must
also weed obsolete words from earlier editions.
This is an imperfect process. We found 2220 ob-
solete 1-gram headwords (“diestock”, “alkales-
cent”) in AHD4. Their mean frequency declined
throughout the 20th century and dipped below
10−9 decades ago (Fig. 2D, inset).

Our results suggest that culturomic tools will
aid lexicographers in at least two ways: (i) find-
ing low-frequencywords that they do not list, and
(ii) providing accurate estimates of current fre-
quency trends to reduce the lag between changes
in the lexicon and changes in the dictionary.

The evolution of grammar. Next, we exam-
ined grammatical trends. We studied the English
irregular verbs, a classic model of grammatical
change (14–17). Unlike regular verbs, whose past
tense is generated by adding -ed (jump/jumped),
irregular verbs are conjugated idiosyncratically
(stick/stuck, come/came, get/got) (15).

All irregular verbs coexist with regular com-
petitors (e.g., “strived” and “strove”) that threaten
to supplant them (Fig. 2E and fig. S5). High-
frequency irregulars, which are more readily
remembered, hold their ground better. For in-
stance, we found “found” (frequency: 5 × 10−4)
200,000 timesmore often thanwe finded “finded.”
In contrast, “dwelt” (frequency: 1 × 10−5) dwelt in
our data only 60 times as often as “dwelled”

dwelled. We defined a verb’s “regularity” as the
percentage of instances in the past tense (i.e., the
sum of “drived”, “drove”, and “driven”) in which
the regular form is used.Most irregulars have been
stable for the past 200 years, but 16% underwent
a change in regularity of 10% or more (Fig. 2F).

These changes occurred slowly: It took 200
years for our fastest-moving verb (“chide”) to go
from 10% to 90%. Otherwise, each trajectory
was sui generis; we observed no characteristic
shape. For instance, a few verbs, such as “spill”,
regularized at a constant speed, but others, such
as “thrive” and “dig”, transitioned in fits and starts
(7). In some cases, the trajectory suggested a rea-
son for the trend. For example,with “sped/speeded”
the shift in meaning from “to move rapidly” and
toward “to exceed the legal limit” appears to have
been the driving cause (Fig. 2G).

Six verbs (burn, chide, smell, spell, spill, and
thrive) regularized between 1800 and 2000 (Fig.
2F). Four are remnants of a now-defunct phono-
logical process that used -t instead of -ed; they are
members of a pack of irregulars that survived by
virtue of similarity (bend/bent, build/built, burn/
burnt, learn/learnt, lend/lent, rend/rent, send/sent,
smell/smelt, spell/spelt, spill/spilt, and spoil/spoilt).
Verbs have been defecting from this coalition for
centuries (wend/went, pen/pent, gird/girt, geld/
gelt, and gild/gilt all blend/blent into the domi-
nant -ed rule). Culturomic analysis reveals that
the collapse of this alliance has been the most
significant driver of regularization in the past
200 years. The regularization of burnt, smelt, spelt,
and spilt originated in the United States; the
forms still cling to life in British English (Fig. 2,
E and F). But the -t irregulars may be doomed in
England too. Each year, a population the size of
Cambridge adopts “burned” in lieu of “burnt”.

Fig.1.Culturomic analy-
ses studymillions of books
at once. (A) Top row: Au-
thors have been writing
for millennia; ~129 mil-
lion book editions have
been published since the
adventof theprintingpress
(upper left). Second row:
Libraries and publishing
houses provide books to
Google for scanning (mid-
dle left). Over 15million
bookshavebeendigitized.
Third row: Each book is
associatedwithmetadata.
Fivemillionbooks are cho-
senforcomputationalanal-
ysis (bottom left). Bottom
row:A culturomic time line
shows the frequency of
“apple” in English books
over time (1800–2000).
(B) Usage frequency of
“slavery”. The Civil War (1861–1865) and the civil rights movement (1955–1968) are highlighted in red. The number in the upper left (1e-4 = 10–4) is the unit
of frequency. (C) Usage frequency over time for “the Great War” (blue), “World War I” (green), and “World War II” (red).

Frequency of the
word "apple"

Year

129 million books
published

15 million books
scanned

5 million books
analyzed

BA

C

www.sciencemag.org SCIENCE VOL 331 14 JANUARY 2011 177

RESEARCH ARTICLE

 o
n 

Ja
nu

ar
y 

16
, 2

01
1

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fro

m
 

⤷

Time series constructed from word counts in books: aggregated at 
multiple levels

social innovation



Google Inc.  digital books repositoryMichel, J.-B. et al. Quantitative 
analysis of culture using millions of 
digitized books. Science (2011).

exclude proper nouns (fig. S4) and compound
words (“whalewatching”). Even accounting for
these factors,we foundmany undocumentedwords,
such as “aridification” (the process by which a geo-
graphic region becomes dry), “slenthem” (a musical
instrument), and, appropriately, theword “deletable.”

This gap between dictionaries and the lexicon
results from a balance that every dictionary must
strike: It must be comprehensive enough to be a
useful reference but concise enough to be printed,
shipped, and used. As such, many infrequent
words are omitted. To gauge how well dictio-
naries reflect the lexicon, we ordered our year-2000
lexicon by frequency, divided it into eight deciles
(ranging from 10−9 to 10−8, to 10−2 to 10−1) and
sampled each decile (7). We manually checked
how many sample words were listed in the
Oxford English Dictionary (OED) (12) and in the
Merriam-WebsterUnabridgedDictionary (MWD).
(We excluded proper nouns, because neither the
OED nor MWD lists them.) Both dictionaries
had excellent coverage of high-frequency words
but less coverage for frequencies below 10−6:
67% of words in the 10−9 to 10−8 range were
listed in neither dictionary (Fig. 2B). Consistent
with Zipf’s famous law, a large fraction of the
words in our lexicon (63%) were in this lowest-
frequency bin. As a result, we estimated that 52%
of the English lexicon—themajority of thewords
used in English books—consists of lexical “dark
matter” undocumented in standard references (12).

To keep up with the lexicon, dictionaries are
updated regularly (13). We examined how well
these changes corresponded with changes in ac-
tual usage by studying the 2077 1-gramheadwords
added to AHD4 in 2000. The overall frequency of
these words, such as “buckyball” and “netiquette”,
has soared since 1950: Two-thirds exhibited recent

sharp increases in frequency (>2× from 1950 to
2000) (Fig. 2C). Nevertheless, there was a lag be-
tween lexicographers and the lexicon. Over half
thewords added toAHD4were part of the English
lexicon a century ago (frequency >10−9 from 1890
to 1900). In fact, some newly added words, such
as “gypseous” and “amplidyne”, have already un-
dergone a steep decline in frequency (Fig. 2D).

Not only must lexicographers avoid adding
words that have fallen out of fashion, they must
also weed obsolete words from earlier editions.
This is an imperfect process. We found 2220 ob-
solete 1-gram headwords (“diestock”, “alkales-
cent”) in AHD4. Their mean frequency declined
throughout the 20th century and dipped below
10−9 decades ago (Fig. 2D, inset).

Our results suggest that culturomic tools will
aid lexicographers in at least two ways: (i) find-
ing low-frequencywords that they do not list, and
(ii) providing accurate estimates of current fre-
quency trends to reduce the lag between changes
in the lexicon and changes in the dictionary.

The evolution of grammar. Next, we exam-
ined grammatical trends. We studied the English
irregular verbs, a classic model of grammatical
change (14–17). Unlike regular verbs, whose past
tense is generated by adding -ed (jump/jumped),
irregular verbs are conjugated idiosyncratically
(stick/stuck, come/came, get/got) (15).

All irregular verbs coexist with regular com-
petitors (e.g., “strived” and “strove”) that threaten
to supplant them (Fig. 2E and fig. S5). High-
frequency irregulars, which are more readily
remembered, hold their ground better. For in-
stance, we found “found” (frequency: 5 × 10−4)
200,000 timesmore often thanwe finded “finded.”
In contrast, “dwelt” (frequency: 1 × 10−5) dwelt in
our data only 60 times as often as “dwelled”

dwelled. We defined a verb’s “regularity” as the
percentage of instances in the past tense (i.e., the
sum of “drived”, “drove”, and “driven”) in which
the regular form is used.Most irregulars have been
stable for the past 200 years, but 16% underwent
a change in regularity of 10% or more (Fig. 2F).

These changes occurred slowly: It took 200
years for our fastest-moving verb (“chide”) to go
from 10% to 90%. Otherwise, each trajectory
was sui generis; we observed no characteristic
shape. For instance, a few verbs, such as “spill”,
regularized at a constant speed, but others, such
as “thrive” and “dig”, transitioned in fits and starts
(7). In some cases, the trajectory suggested a rea-
son for the trend. For example,with “sped/speeded”
the shift in meaning from “to move rapidly” and
toward “to exceed the legal limit” appears to have
been the driving cause (Fig. 2G).

Six verbs (burn, chide, smell, spell, spill, and
thrive) regularized between 1800 and 2000 (Fig.
2F). Four are remnants of a now-defunct phono-
logical process that used -t instead of -ed; they are
members of a pack of irregulars that survived by
virtue of similarity (bend/bent, build/built, burn/
burnt, learn/learnt, lend/lent, rend/rent, send/sent,
smell/smelt, spell/spelt, spill/spilt, and spoil/spoilt).
Verbs have been defecting from this coalition for
centuries (wend/went, pen/pent, gird/girt, geld/
gelt, and gild/gilt all blend/blent into the domi-
nant -ed rule). Culturomic analysis reveals that
the collapse of this alliance has been the most
significant driver of regularization in the past
200 years. The regularization of burnt, smelt, spelt,
and spilt originated in the United States; the
forms still cling to life in British English (Fig. 2,
E and F). But the -t irregulars may be doomed in
England too. Each year, a population the size of
Cambridge adopts “burned” in lieu of “burnt”.

Fig.1.Culturomic analy-
ses studymillions of books
at once. (A) Top row: Au-
thors have been writing
for millennia; ~129 mil-
lion book editions have
been published since the
adventof theprintingpress
(upper left). Second row:
Libraries and publishing
houses provide books to
Google for scanning (mid-
dle left). Over 15million
bookshavebeendigitized.
Third row: Each book is
associatedwithmetadata.
Fivemillionbooks are cho-
senforcomputationalanal-
ysis (bottom left). Bottom
row:A culturomic time line
shows the frequency of
“apple” in English books
over time (1800–2000).
(B) Usage frequency of
“slavery”. The Civil War (1861–1865) and the civil rights movement (1955–1968) are highlighted in red. The number in the upper left (1e-4 = 10–4) is the unit
of frequency. (C) Usage frequency over time for “the Great War” (blue), “World War I” (green), and “World War II” (red).
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⤷
Time series constructed from word counts in books

• Words are disaggregated across language 
(8 in total) and by word/page/book count
• Freely available & easy to download in 
raw format: http://storage.googleapis.com/books/
ngrams/books/datasetsv2.html 
• 2nd release has files that are compiled 
alphabetically (also including Italian)
• Further efforts to re-aggregate the data 
into more powerful database 
representation: http://googlebooks.byu.edu/

http://storage.googleapis.com/books/ngrams/books/datasetsv2.html
http://storage.googleapis.com/books/ngrams/books/datasetsv2.html
http://storage.googleapis.com/books/ngrams/books/datasetsv2.html
http://storage.googleapis.com/books/ngrams/books/datasetsv2.html
http://googlebooks.byu.edu
http://googlebooks.byu.edu
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"p53" : tumor suppressor protein 53

Baker SJ, et al. Chromosome 17 
deletions and p53 gene mutations 
in colorectal carcinomas. Science, 
244, 217–21 (1989)

Time series constructed from word counts in journal abstracts and titles



http://arxiv.culturomics.org/

Time series constructed from word counts in ArXiv articles and 
Physical Review articles

http://www.matjazperc.com/aps/physics.html

http://arxiv.culturomics.org
http://arxiv.culturomics.org
http://www.matjazperc.com/aps/physics.html
http://www.matjazperc.com/aps/physics.html


Beyond text to context 

words: context free (e.g. cold = temperature, sentiment, sickness)
idea space: MeSH = controlled thesaurus of subject headings



What is meant by “mice”?



What is meant by “mice, nude”?



Medical Subject Headings (MeSH) is a comprehensive controlled vocabulary for the purpose of indexing journal 
articles and books in the life sciences; it can also serve as a thesaurus that facilitates searching. Created and updated 
by the United States National Library of Medicine (NLM), it is used by the MEDLINE/PubMed article database and 
by NLM's catalog of book holdings.   

Mesh N-level tree Identifier: (C##) 1.(###)2...(###)N

Structure of MeSH

The 2009 version of MeSH contains a total of 25,186 subject headings, also known as descriptors. Most of these are 
accompanied by a short description or definition, links to related descriptors, and a list of synonyms or very similar 
terms (known as entry terms). Because of these synonym lists, MeSH can also be viewed as a thesaurus.

"Bone Diseases"  C05.116

"Bone Diseases, 
Endocrine"  

C05.116.132

C - Diseases D - Chemicals and Drugs

"Buspirone"  
D02.455.426.559.847.885.120 

D03.383.742.120 

“Musculoskeletal disease” C05

Knowledge Thesaurus

http://en.wikipedia.org/wiki/Controlled_vocabulary
http://en.wikipedia.org/wiki/Controlled_vocabulary
http://en.wikipedia.org/wiki/Index_%28publishing%29
http://en.wikipedia.org/wiki/Index_%28publishing%29
http://en.wikipedia.org/wiki/Thesaurus
http://en.wikipedia.org/wiki/Thesaurus
http://en.wikipedia.org/wiki/United_States_National_Library_of_Medicine
http://en.wikipedia.org/wiki/United_States_National_Library_of_Medicine
http://en.wikipedia.org/wiki/MEDLINE
http://en.wikipedia.org/wiki/MEDLINE
http://en.wikipedia.org/wiki/PubMed
http://en.wikipedia.org/wiki/PubMed
http://en.wikipedia.org/wiki/Thesaurus
http://en.wikipedia.org/wiki/Thesaurus


Each MeSH (Medical Subject Headings) term is a 
node in the MeSH tree with at least one tree 
identifier locating it at on branch αi at level N : 

(αi##) 1.(###)2...(###)N

F - Psychiatry and Psychology
H - Physical Sciences
I - Anthropology, Education, Sociology
and Social Phenomena
J - Technology and Food and Beverage
K - Humanities
L - Information Science
M - Persons
N - Health Care
V - Publication Characteristics
Z - Geographic Locations 

A - Anatomy
B - Organisms
C - Diseases
D - Chemicals and Drugs
E - Analytical, Diagnostic and  
Therapeutic Techniques and Equipment
G - Biological Sciences

A B C D E

Root 
Categories

G

“Obesity”
C18.654.726.500
C23.888.144.699.500
E01.370.600.115.100.160.120.699.500
G07.100.100.160.120.699.500

Spanning various thematic categories

http://www.nlm.nih.gov/cgi/mesh/2012/MB_cgi#TreeC18.654.726.500
http://www.nlm.nih.gov/cgi/mesh/2012/MB_cgi#TreeC18.654.726.500
http://www.nlm.nih.gov/cgi/mesh/2012/MB_cgi#TreeC23.888.144.699.500
http://www.nlm.nih.gov/cgi/mesh/2012/MB_cgi#TreeC23.888.144.699.500
http://www.nlm.nih.gov/cgi/mesh/2012/MB_cgi#TreeE01.370.600.115.100.160.120.699.500
http://www.nlm.nih.gov/cgi/mesh/2012/MB_cgi#TreeE01.370.600.115.100.160.120.699.500
http://www.nlm.nih.gov/cgi/mesh/2012/MB_cgi#TreeG07.100.100.160.120.699.500
http://www.nlm.nih.gov/cgi/mesh/2012/MB_cgi#TreeG07.100.100.160.120.699.500


Concept association network

MeSH Branch

[A]! Anatomy
[B]! Organisms
[C]! Diseases
[D] ! Chemicals and Drugs
[E] ! Analytical, Diagnostic
! and Therapeutic Techniques and Equipment
[G]! Biological Sciences



Language as a competitive system

A. M. Petersen, J. Tenenbaum, S. Havlin, H. E. Stanley. 
Statistical Laws Governing Fluctuations in Word Use from Word Birth to Word Death  
Scientific Reports 2, 313 (2012).



Do words compete in a linguistic “marketplace” for
a finite market share?

Is this a:

a) Xray

b) Radiogram

c) Roentgenogram

??



Competitive “marketplace”?

Statistical Laws Governing Fluctuations in
Word Use from Word Birth to Word
Death
Alexander M. Petersen1, Joel Tenenbaum2, Shlomo Havlin3 & H. Eugene Stanley2

1Laboratory for the Analysis of Complex Economic Systems, IMT Lucca Institute for Advanced Studies, Lucca 55100, Italy, 2Center for
Polymer Studies and Department of Physics, Boston University, Boston, Massachusetts 02215, USA, 3Minerva Center and
Department of Physics, Bar-Ilan University, Ramat-Gan 52900, Israel.

We analyze the dynamic properties of 107 words recorded in English, Spanish and Hebrew over the period
1800–2008 in order to gain insight into the coevolution of language and culture. We report language
independent patterns useful as benchmarks for theoretical models of language evolution. A significantly
decreasing (increasing) trend in the birth (death) rate of words indicates a recent shift in the selection laws
governing word use. For new words, we observe a peak in the growth-rate fluctuations around 40 years after
introduction, consistent with the typical entry time into standard dictionaries and the human generational
timescale. Pronounced changes in the dynamics of language during periods of war shows that word
correlations, occurring across time and between words, are largely influenced by coevolutionary social,
technological, and political factors. We quantify cultural memory by analyzing the long-term correlations in
the use of individual words using detrended fluctuation analysis.

S
tatistical laws describing the properties of word use, such as Zipf ’s law1–6 and Heaps’ law7,8, have been
thoroughly tested and modeled. These statistical laws are based on static snapshots of written language
using empirical data aggregated over relatively small time periods and comprised of relatively small corpora

ranging in size from individual texts1,2 to relatively small collections of topical texts3,4. However, language is a
fundamentally dynamic complex system, consisting of heterogenous entities at the level of the units (words) and
the interacting users (us). Hence, we begin this paper with two questions: (i) Do languages exhibit dynamical
patterns? (ii) Do individual words exhibit dynamical patterns?

The coevolutionary nature of language requires analysis both at the macro and micro scale. Here we apply
interdisciplinary concepts to empirical language data collected in a massive book digitization effort by Google Inc.,
which recently unveiled a database of words in seven languages, after having scanned approximately 4% of the
world’s books. The massive ‘‘n-gram’’ project9 allows for a novel view into the growth dynamics of word use and
the birth and death processes of words in accordance with evolutionary selection laws10.

A recent analysis of this database by Michel et al.11 addresses numerous well-posed questions rooted in cultural
anthropology using case studies of individual words. Here we take an alternative approach by analyzing the
aggregate properties of the language dynamics recorded in the Google Inc. data in a systematic way, using the word
counts of every word recorded over the 209-year time period 1800 – 2008 in the English, Spanish, and Hebrew text
corpora. This period spans the incredibly rich cultural history that includes several international wars, revolu-
tions, and numerous technological paradigm shifts. Together, the data comprise over 1 3 107 distinct words. We
use concepts from economics to gain quantitative insights into the role of exogenous factors on the evolution of
language, combined with methods from statistical physics to quantify the competition arising from correlations
between words12–14 and the memory-driven autocorrelations in ui(t) across time15–17.

For each corpora comprising millions of distinct words, we use a general word-count framework which
accounts for the underlying growth of language over time. We first define the quantity ui(t) as the number of
uses of word i in year t. Since the number of books and the number of distinct words have grown dramatically over
time, we define the relative word use, fi(t), as the fraction of uses of word i out of all word uses in the same year,
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tions, and numerous technological paradigm shifts. Together, the data comprise over 1 3 107 distinct words. We
use concepts from economics to gain quantitative insights into the role of exogenous factors on the evolution of
language, combined with methods from statistical physics to quantify the competition arising from correlations
between words12–14 and the memory-driven autocorrelations in ui(t) across time15–17.

For each corpora comprising millions of distinct words, we use a general word-count framework which
accounts for the underlying growth of language over time. We first define the quantity ui(t) as the number of
uses of word i in year t. Since the number of books and the number of distinct words have grown dramatically over
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Leptokurtic “tent-shaped” distribution of
word usage growth rate

using fi ≥ fc

r = annual growth rates in the 
word usage frequency

dynamic properties of word prevalence at the micro scale and their
relation to socio-political factors at the macro scale, we analyze the
logarithmic growth rate commonly used in finance and economics,

ri tð Þ: ln fi tzDtð Þ{ ln fi tð Þ~ ln
fi tzDtð Þ

fi tð Þ

! "
: ð2Þ

Here we analyze the single year growth rates, Dt;1.
The relative use fi(t) depends on the intrinsic grammatical utility of

the word (related to the number of ‘‘proper’’ sentences that can be
constructed using the word), the semantic utility of the word (related
to the number of meanings a given word can convey), and other
idiosyncratic details related to topical context. Neutral null models
for the evolution of language define the relative use of a word as its
‘‘fitness’’18. In such models, the word frequency is the only factor
determining the survival capacity of a word. In reality, word com-
petition depends on more subtle features of language, such as the
cognitive aspects of efficient communication. For example, the emer-
gence of robust categorical naming patterns observed across many
cultures is regarded to be the result of complex discrimination tactics
shared by intelligent communicators. This is evident in the finite set
of words describing the continuous spectrum of color names, emo-
tional states, and other categorical sets19–21.

In our analysis we treat words with equivalent meanings but with
different spellings (e.g. color versus colour) as distinct words, since
we view the competition among synonyms and alternative spellings
in the linguistic arena as a key ingredient in complex evolutionary
dynamics10,22. For instance, with the advent of automatic spell-check-
ers in the digital era, words recognized by spell-checkers receive a
significant boost in their ‘‘reproductive fitness’’ at the expense of their
misspelled or unstandardized counterparts.

In the linguistic arena, not just ‘‘defective’’ words die, even signifi-
cantly used words can become extinct. Fig. 1 shows three once-sig-
nificant words: ‘‘Radiogram,’’ ‘‘Roentgenogram,’’ and ‘‘Xray’’. These
words compete for the majority share of nouns referring to what is
now commonly known as an ‘‘X-ray’’ (note that such dashes are
discarded in Google’s digitization process). The word ‘‘Roent-
genogram’’ has since become extinct, even though it was the most
common term for several decades in the 20th century. It is likely that

two main factors – (i) communication and information efficiency
bias toward the use of shorter words23 and (ii) the adoption of English
as the leading global language for science – secured the eventual
success of the word ‘‘Xray’’ by the year 1980. It goes without saying
that there are many social and technological factors driving language
change.

We begin this paper by analyzing the vocabulary growth of each
language over time. We then analyze the lifetime growth trajectories
of the set of words that are new to each language to gain quantitative
insight into ‘‘infant’’ and ‘‘adult’’ stages of individual words. Using
two sets of words, (i) the relatively new words, and (ii) the most
common words, we analyze the statistical properties of word growth.
Specifically, we calculate the probability density function P(r) of
growth rate r and calculate the size-dependence of the standard
deviation s(r) of growth rates. In order to gain insight into the
long-term cultural memory, we conclude the analysis by measuring
the autocorrelations in word use by applying detrended fluctuation
analysis (DFA) to individual fi(t).

Results
Quantifying the birth rate and the death rate of words. Just as a
new species can be born into an environment, a word can emerge in a
language. Evolutionary selection laws can apply pressure on the
sustainability of new words since there are limited resources
(topics, books, etc.) for the use of words. Along the same lines, old
words can be driven to extinction when cultural and technological
factors limit the use of a word, in analogy to the environmental
factors that can change the survival capacity of a living species by
altering its ability to survive and reproduce.

We define the birth year y0,i as the year t corresponding to the
first instance of fi tð Þ§0:05 f m

i , where f m
i is median word use

f m
i ~Median fi tð Þf g of a given word over its recorded lifetime in

the Google database. Similarly, we define the death year yf,i as the last
year t during which the word use satisfies ft tð Þ§0:05 f m

i . We use the
relative word use threshold 0:05 f m

i in order to avoid anomalies
arising from extreme fluctuations in fi(t) over the lifetime of the
word. The results obtained using threshold 0:10 f m

i did not show a
significant qualitative difference.

The significance of word births Db(t) and word deaths Dd(t) for
each year t is related to the vocabulary size Nw(t) of a given language.
We define the birth rate cb and death rate cd by normalizing the
number of births Db(t) and deaths Dd(t) in a given year t to the total
number of distinct words Nw(t) recorded in the same year t, so that

cb tð Þ:Db tð Þ=Nw tð Þ,

cd tð Þ:Dd tð Þ=Nw tð Þ:
ð3Þ

This definition yields a proxy for the rate of emergence and dis-
appearance of words. We restrict our analysis to words with birth-
death duration yf,i 2 y0,i 1 1 $ 2 years and to words with first
recorded use t0,i $ 1700, which selects for relatively new words in
the history of a language.

The cb(t) and cd(t) time series plotted in Fig. 2 for the 200-year
period 1800–2000 show trends that intensifies after the 1950s. The
modern era of publishing, which is characterized by more strict
editing procedures at publishing houses, computerized word editing
and automatic spell-checking technology, shows a drastic increase in
the death rate of words. Using visual inspection we verify most
changes to the vocabulary in the last 10–20 years are due to the
extinction of misspelled words and nonsensical print errors, and to
the decreased birth rate of new misspelled variations and genuinely
new words. This phenomenon reflects the decreasing marginal need
for new words, consistent with the sub-linear Heaps’ law observed for
all Google 1-gram corpora in24. Moreover, Fig. 3 shows that cb(t) is
largely comprised of words with relatively large f while cd(t) is almost
entirely comprised of words with relatively small f (see also Fig. S1 in

Figure 1 | Word extinction. The English word ‘‘Roentgenogram’’ derives
from the Nobel prize winning scientist and discoverer of the X-ray,
Wilhelm Röntgen (1845–1923). The prevalence of this word was quickly
challenged by two main competitors, ‘‘X-ray’’ (recorded as ‘‘Xray’’ in the
database) and ‘‘Radiogram.’’ The arithmetic mean frequency of these three
time series is relatively constant over the 80-year period 1920–2000, Æ f æ <
10–7, illustrating the limited linguistic ‘‘market share’’ that can be achieved
by any competitor. We conjecture that the main reason ‘‘Xray’’ has a higher
frequency is due to the ‘‘fitness gain’’ from its efficient short word length
and also due to the fact that English has become the base language for
scientific publication.

www.nature.com/scientificreports
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The relative use fi(t) depends on the intrinsic grammatical utility of

the word (related to the number of ‘‘proper’’ sentences that can be
constructed using the word), the semantic utility of the word (related
to the number of meanings a given word can convey), and other
idiosyncratic details related to topical context. Neutral null models
for the evolution of language define the relative use of a word as its
‘‘fitness’’18. In such models, the word frequency is the only factor
determining the survival capacity of a word. In reality, word com-
petition depends on more subtle features of language, such as the
cognitive aspects of efficient communication. For example, the emer-
gence of robust categorical naming patterns observed across many
cultures is regarded to be the result of complex discrimination tactics
shared by intelligent communicators. This is evident in the finite set
of words describing the continuous spectrum of color names, emo-
tional states, and other categorical sets19–21.

In our analysis we treat words with equivalent meanings but with
different spellings (e.g. color versus colour) as distinct words, since
we view the competition among synonyms and alternative spellings
in the linguistic arena as a key ingredient in complex evolutionary
dynamics10,22. For instance, with the advent of automatic spell-check-
ers in the digital era, words recognized by spell-checkers receive a
significant boost in their ‘‘reproductive fitness’’ at the expense of their
misspelled or unstandardized counterparts.

In the linguistic arena, not just ‘‘defective’’ words die, even signifi-
cantly used words can become extinct. Fig. 1 shows three once-sig-
nificant words: ‘‘Radiogram,’’ ‘‘Roentgenogram,’’ and ‘‘Xray’’. These
words compete for the majority share of nouns referring to what is
now commonly known as an ‘‘X-ray’’ (note that such dashes are
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genogram’’ has since become extinct, even though it was the most
common term for several decades in the 20th century. It is likely that

two main factors – (i) communication and information efficiency
bias toward the use of shorter words23 and (ii) the adoption of English
as the leading global language for science – secured the eventual
success of the word ‘‘Xray’’ by the year 1980. It goes without saying
that there are many social and technological factors driving language
change.

We begin this paper by analyzing the vocabulary growth of each
language over time. We then analyze the lifetime growth trajectories
of the set of words that are new to each language to gain quantitative
insight into ‘‘infant’’ and ‘‘adult’’ stages of individual words. Using
two sets of words, (i) the relatively new words, and (ii) the most
common words, we analyze the statistical properties of word growth.
Specifically, we calculate the probability density function P(r) of
growth rate r and calculate the size-dependence of the standard
deviation s(r) of growth rates. In order to gain insight into the
long-term cultural memory, we conclude the analysis by measuring
the autocorrelations in word use by applying detrended fluctuation
analysis (DFA) to individual fi(t).

Results
Quantifying the birth rate and the death rate of words. Just as a
new species can be born into an environment, a word can emerge in a
language. Evolutionary selection laws can apply pressure on the
sustainability of new words since there are limited resources
(topics, books, etc.) for the use of words. Along the same lines, old
words can be driven to extinction when cultural and technological
factors limit the use of a word, in analogy to the environmental
factors that can change the survival capacity of a living species by
altering its ability to survive and reproduce.
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This definition yields a proxy for the rate of emergence and dis-
appearance of words. We restrict our analysis to words with birth-
death duration yf,i 2 y0,i 1 1 $ 2 years and to words with first
recorded use t0,i $ 1700, which selects for relatively new words in
the history of a language.

The cb(t) and cd(t) time series plotted in Fig. 2 for the 200-year
period 1800–2000 show trends that intensifies after the 1950s. The
modern era of publishing, which is characterized by more strict
editing procedures at publishing houses, computerized word editing
and automatic spell-checking technology, shows a drastic increase in
the death rate of words. Using visual inspection we verify most
changes to the vocabulary in the last 10–20 years are due to the
extinction of misspelled words and nonsensical print errors, and to
the decreased birth rate of new misspelled variations and genuinely
new words. This phenomenon reflects the decreasing marginal need
for new words, consistent with the sub-linear Heaps’ law observed for
all Google 1-gram corpora in24. Moreover, Fig. 3 shows that cb(t) is
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Wilhelm Röntgen (1845–1923). The prevalence of this word was quickly
challenged by two main competitors, ‘‘X-ray’’ (recorded as ‘‘Xray’’ in the
database) and ‘‘Radiogram.’’ The arithmetic mean frequency of these three
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10–7, illustrating the limited linguistic ‘‘market share’’ that can be achieved
by any competitor. We conjecture that the main reason ‘‘Xray’’ has a higher
frequency is due to the ‘‘fitness gain’’ from its efficient short word length
and also due to the fact that English has become the base language for
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The modern era of publishing, which is characterized by more strict editing procedures at publishing 
houses, computerized word processing (automatic spell-checking) technology, has led to a drastic 
increase in the death rate of words. 

Using visual inspection we verify most changes to the vocabulary in the last 10–20 years are due to 
the extinction of misspelled words and nonsensical print errors, and to the decreased birth rate of 
new misspelled variations. 

This phenomenon reflects the decreasing marginal need for new words. The new words, however, 
are biased towards words with relatively high frequency.



?

The life-cycle of a new word

the Supplementary Information (SI) text). Thus, the new words of
tomorrow are likely be core words that are widely used.

We note that the main source of error in the calculation of birth
and death rates are OCR (optical character recognition) errors in the
digitization process, which could be responsible for a significant
fraction of misspelled and nonsensical words existing in the data.
An additional source of error is the variety of orthographic properties
of language that can make very subtle variations of words, for
example through the use of hyphens and capitalization, appear as
distinct words when applying OCR. The digitization of many books
in the computer era does not require OCR transfer, since the manu-
scripts are themselves digital, and so there may be a bias resulting
from this recent paradigm shift. We confirm that the statistical pat-
terns found using post 2000- data are consistent with the patterns
that extend back several hundred years24.

Complementary to the death of old words is the birth of new
words, which are commonly associated with new social and tech-
nological trends. Topical words in media can display long-term per-
sistence patterns analogous to earthquake shocks25,26, and can result
in a new word having larger fitness than related ‘‘out-of-date’’ words
(e.g. blog vs. log, email vs. memo). Here we show that a comparison
of the growth dynamics between different languages can also illus-
trate the local cultural factors that influence different regions of the
world. Fig. 4 shows how international crisis can lead to globalization
of language through common media attention and increased lexical
diffusion. Notably, as illustrated in Fig. 4(a), we find that inter-
national conflict only perturbed the participating languages, while
minimally affecting the languages of the nonparticipating regions,
e.g. the Spanish speaking countries during WWII.

The lifetime trajectory of words. Between birth and death, one
contends with the interesting question of how the use of words
evolve when they are ‘‘alive.’’ We focus our efforts toward
quantifying the relative change in word use over time, both over
the word lifetime and throughout the course of history. In order to
analyze separately these two time frames, we select two sets of words:
(i) relatively new words with ‘‘birth year’’ t0,i later than 1800, so that
the relative age t ; t 2 t0,i of word i is the number of years after the
word’s first occurrence in the database, and (ii) relatively common
words, typically with t0,i , 1800.

We analyze dataset (i) words (summary statistics in Table S1) so
that we can control for properties of the growth dynamics that are
related to the various stages of a word’s life trajectory (e.g. an ‘‘infant’’
phase, an ‘‘adolescent’’ phase, and a ‘‘mature’’ phase). For compar-
ison with the young words, we also analyze the growth rates of
dataset (ii) words in the next section (summary statistics in Table
S2). These words are presumably old enough that they are in a stable
mature phase. We select dataset (ii) words using the criterion Æfiæ $ fc,
where fih i~

PTi
t~1 fi tð Þ=Ti is the average relative use of the word i

over the word’s lifetime Ti 5 t0,f 2 t0,i 1 1, and fc is a cutoff threshold
derived form the Zipf rank-frequency distribution1 calculated for
each corpus24. In Table S3 we summarize the entire data for the
209-year period 1800–2008 for each of the four Google language sets
analyzed.

Modern words typically are born in relation to technological or
cultural events, e.g. ‘‘Antibiotics.’’ We ask if there exists a character-
istic time for a word’s general acceptance. In order to search for
patterns in the growth rates as a function of relative word age, for
each new word i at its age t , we analyze the ‘‘use trajectory’’ fi(t) and
the ‘‘growth rate trajectory’’ ri(t). So that we may combine the indi-
vidual trajectories of words of varying prevalence, we normalize each
fi(t) by its average Æfiæ, obtaining a normalized use trajectory
f ’i tð Þ:fi tð Þ= fih i. We perform an analogous normalization procedure
for each ri(t), normalizing instead by the growth rate standard devi-
ation s[ri], so that ri’ tð Þ:ri tð Þ=s ri½ $ (see the Methods section for
further detailed description).

Figure 3 | Survival of the fittest in the entry process of words. Trends in
the relative uses of words that either were born or died in a given year show
that the entry-exit forces largely depend on the relative use of the word. For
the English corpus, we calculate the average of the median lifetime relative
use, ÆMed(fi)æ, for all words born in year t (top panel) and for all words that
died in year t (bottom panel), which shows a 5-year moving average
(dashed black line). There is a dramatic increase in the relative use
(‘‘utility’’) of newborn words over the last 20–30 years, likely
corresponding to new technical terms, which are necessary for the
communication of core modern technology and ideas. Conversely, with
higher editorial standards and the recent use of word processors which
include spelling standardization technology, the words that are dying are
those words with low relative use. We confirm by visual inspection that the
lists of dying words contain mostly misspelled and nonsensical words.

Figure 2 | Dramatic shift in the birth rate and death rate of words. The
word birth rate cb(t) and the word death rate cd(t) show marked underlying
changes in word use competition which affects the entry rate and the
sustainability of existing words. The modern print era shows a marked
increase in the death rate of words which likely correspond to low fitness,
misspelled and (technologically) outdated words. A simultaneous decrease
in the birth rate of new words is consistent with the decreasing marginal
need for new words indicated by the sub-linear allometric scaling between
vocabulary size and total corpus size (Heaps’ law)24. Interestingly, we
quantitatively observe the impact of the Balfour Declaration in 1917, the
circumstances surrounding which effectively rejuvenated Hebrew as a
national language, resulting in a 5-fold increase in the birth rate of words in
the Hebrew corpus.
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which is well-approximated by a Laplace (double-exponential) dis-
tribution, defined as

P Rð Þ: 1ffiffiffi
2

p
s Rð Þ

exp {
ffiffiffi
2

p
R{ Rh ij j=s Rð Þ

h i
: ð4Þ

Here the average growth rate ÆRæ has two properties: (a) ÆRæ< 0 and
(b) ÆRæ= s(R). Property (a) arises from the fact that the growth rate
of distinct words is quite small on the annual basis (the growth rate of
books in the Google English database is cw < 0.01124) and property
(b) arises from the fact that R is defined in units of standard devi-
ation. Being leptokurtic, the Laplace distribution predicts an excess
number of events. 3s as compared to theGaussian distribution. For
example, comparing the likelihood of events above the 3s event
threshold, the Laplace distribution displays a five-fold excess in
the probability P(jR 2 ÆRæj . 3s), where P R{ Rh ij j > 3sð Þ

~ exp {3
ffiffiffi
2

p" #
<0:014 for the Laplace distribution, whereas

P R{ Rh ij j > 3sð Þ~Erfc 3
$ ffiffiffi

2
p" #

<0:0027 for the Gaussian distri-
bution. The large R values correspond to periods of rapid growth
and decline in the use of words during the crucial ‘‘infant’’ and
‘‘adolescent’’ lifetime phases. In Fig. 6(b) we also show that the
growth rate distribution P(r9) for the relatively common words com-
prising dataset (ii) is also well-described by the Laplace distribution.

Figure 5 | Quantifying the tipping point for word use. (a) The maximum
in the standard deviation s of growth rates during the ‘‘adolescent’’ period
t < 30–50 indicates the characteristic time scale for words being
incorporated into the standard lexicon, i.e. inclusion in popular
dictionaries. In Fig. S4 we plot the average growth rate trajectory Ær9(t |Tc)æ
which shows relatively large positive growth rates during approximately
the same 20-year period. (b) The first passage time t1

53 is defined as the
number years for the relative use of a new word i to exceed a given f-value
for the first time, fi(t1)$ f. For relatively newwords withTi$ 100 years we
calculate the average first-passage time Æt1(f)æ for a large range of f. We
estimate for each language the fc representing the threshold for a word
belonging to the standard ‘‘kernel’’ lexicon4. This method demonstrates
that the English corpus threshold fc ; 5 3 10–8 maps to the first passage
time corresponding to the peak period t< 30 – 50 years in s(t) shown in
panel (a).

Figure 6 | Common leptokurtic growth distribution for new words and
common words. (a) Independent of language, the growth rates of
relatively new words are distributed according to the Laplace distribution
centered around R< 0 defined in Eq. (4). The the growth rate R defined in
Eq. (11) is measured in units of standard deviation, and accounts for age-
dependent and word-dependent factors. Yet, even with these
normalizations, we still observe an excess number of |R | $ 3s events. This
fact is demonstrated by the leptokurtic form of each P(R), which exhibit
the excess tail frequencies when compared with a unit-variance Gaussian
distribution (dashed blue curve). The Gaussian distribution is the
predicted distribution for the Gibrat proportional growth model, which is
a candidate neutral null-model for the growth dynamics of word use29. The
prevalence of large growth rates illustrate the possibility that words can
have large variations in use even over the course of a year. The growth
variations are intrinsically related to the dynamics of everyday life and
reflect the cultural and technological shocks in society. We analyze word
use data over the time period 1800–2008 for new words i with lifetimes Ti

$ Tc, where we show data calculated for Tc 5 100 years. (b) PDF P(r9) of
the annual relative growth rate r9 for all words which satisfy Æfiæ $ fc
(dataset #ii words which are relatively common words). In order to select
relatively frequently used words, we use the following criteria: Ti $ 10
years, 1800# t# 2008, and Æfiæ$ fc. The growth rate r9 does not account
for age-dependent factors since the commonwords are likely in themature
phase of their lifetime trajectory. In each panel, we plot a Laplace
distribution with unit variance (solid black lines) and the Gaussian
distribution with unit variance (dashed blue curve) for reference.
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“Both dictionaries had excellent coverage 
of high-frequency words but less 
coverage for frequencies below 10−6 : 
67% of words in the 10−9 to 10−8 range 
were listed in neither dictionary” Michel 
et al., Science (2011)

Normalized growth rate 
of a “new word”

Is there a tipping point in the life-cycle 
of a new word? The English corpus 
threshold fc ≡ 5×10–8 maps to the first 
passage time corresponding to the peak 
period t  ≈ 30 – 50 years, which is the 
characteristic generational timescale of 
humans (and language evolution)



Life-cycle analysis of Mesh terms
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Fig. 5: (MESH)
The growth trajectory of individual mesh terms. The maximum in panel suggests that 
new concepts reach their peak popularity after roughly 5 years. Similar to the growth of 
regions, there is another characteristic timescale \tau \approx 10 years corresponding to 
the life-cycle of the idea, whereby the likelihood of other regions entering into the market 
for Mesh i significantly decreases. For each panel we calculate the trajectory using only 
Mesh terms with lifetime L_i > T_c = {5,10,15, 20} years and birth year y_i(0) >=1987.

The growth trajectory of individual mesh 
terms. 

Most new MeSH concepts reach their 
peak popularity around roughly 4-7 
years. 

The 4 trajectories are calculated using 
only MeSH terms with lifetime Li > 
Tc = {5,10,15, 20} years and birth 
year yi(0) ≥ 1987.

Is there a characteristic life-cycle for scientific 
trends? 4-7 years is also consistent with the peak in 

the citation trajectory of highly cited papers
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Structural evolution of languages across time

Famous Zipf + Heaps’ laws are based on static snapshots of 
(relatively) small texts/corpora

word rank, r corpus size, Nu
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Zipf’s law: f(r) ~ 1/rζ Heaps’ law: Nw ~ (Nu)b

b < 1

Q: can we learn anything from analyzing the properties of 
these statistical laws over time?

ζ = 1



“Dark Language”: a hidden Zipf’s law
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P(⩾ f) is the percentage of 1-grams (“words”) with observed frequency larger than f
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1/ζ  = 1
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*Recent estimates on the composition of physical matter in the universe: 72.8% dark energy, 22.7% dark matter and 4.6% ordinary 
matter. Hence, 95% of matter-energy is dark. ("Seven-Year Wilson Microwave Anisotropy Probe (WMAP) Observations: Sky Maps, 
Systematic Errors, and Basic Results". nasa.gov)

Hence, dark language* is composed of approximately 99% of the 1-grams recorded in each 
corpora, leaving only ~1% of words that constitute our “Kernel” lexicon 

http://lambda.gsfc.nasa.gov/product/map/dr4/pub_papers/sevenyear/basic_results/wmap_7yr_basic_results.pdf
http://lambda.gsfc.nasa.gov/product/map/dr4/pub_papers/sevenyear/basic_results/wmap_7yr_basic_results.pdf
http://lambda.gsfc.nasa.gov/product/map/dr4/pub_papers/sevenyear/basic_results/wmap_7yr_basic_results.pdf
http://lambda.gsfc.nasa.gov/product/map/dr4/pub_papers/sevenyear/basic_results/wmap_7yr_basic_results.pdf


Consistent patterns of “dark language” across 7 languages10-10 10-8 10-6 10-4 10-2
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Using Heaps’ law to reveal the marginal utility of new words

b < 1 corresponds to an “economies of scale” and implies a decreasing marginal need for 
additional words as a corpora grows. Because we get more and more ‘‘mileage’’ out of 
new words in an already large language, additional words are needed less and less.
Interestingly, many economic systems have b >1, whereas biological systems have b < 1.
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Allometric scaling analysis is used to quantify 
the role of system size on general phenomena 
characterizing a system, and has been applied 
to understand the metabolic (activity) rate of 

systems with sizes ranging from  mitochondria 

to cities.

Here each data point corresponds to one year: 
Nu(t) is the total number of “tokens” printed in 

year t and Nw(t) is the number of distinct 
tokens in the same year

to model the growth of a book have also predicted this intrinsic
relation between Zipf’s law and Heaps’ law13,37,38.

Figure 2 confirms a sub-linear scaling (b , 1) between Nu and Nw
for each corpora analyzed. These results show how the marginal
returns of new words are given by

LNu

LNw
* Nwð Þ 1{bð Þ=b, ð6Þ

which is an increasing function of Nw for b , 1. Thus, the relative
increase in the induced volume of written languages is larger for new
words than for old words. This is likely due to the fact that new words
are typically technical in nature, requiring additional explanations
that put the word into context with pre-existing words. Specifically, a
new word requires the additional use of preexisting words as a result
of both (i) the explanation of the content of the new word using
existing technical terms, and (ii) the grammatical infrastructure
necessary for that explanation. Hence, there are large spillovers in
the size of the written corpus that follow from the intricate depend-
ency structure of language stemming from the various grammatical
roles39,40.

In order to investigate the role of rare and new words, we calculate
Nu and Nw using only words that have appeared at least Uc times. We
select the absolute number of uses as a word use threshold because a
word in a given year can not appear with a frequency less than 1/Nu,
hence any criteria using relative frequency would necessarily intro-
duce a bias for small corpora samples. This choice also eliminates
words that can spuriously arise from Optical Character Recognition
(OCR) errors in the digitization process and also from intrinsic spel-
ling errors and orthographic spelling variations.

Figures 3 and 4 show the relational dependence of Nu and Nw on
the exclusion of low-frequency words using a variable cutoff Uc 5 2n

with n 5 0 … 11. As Uc increases the Heaps scaling exponent
increases from b < 0.5, approaching b < 1, indicating that core
words are structurally integrated into language as a proportional
background. Interestingly, Altmann et al.41 recently showed that
‘‘word niche’’ can be an essential factor in modeling word use
dynamics. New niche words, though they are marginal increases to
a language’s lexicon, are themselves anything but ‘‘marginal’’ - they
are core words within a subset of the language. This is particularly the
case in online communities in which individuals strive to distinguish

themselves on short timescales by developing stylistic jargon, high-
lighting how language patterns can be context dependent.

We now return to the relation between Heaps’ law and Zipf’s law.
Table I summarizes the b values calculated by means of ordinary least
squares regression using Uc 5 0 to relate Nu(t) to Nw(t). For Uc 5 1
we find that b < 0.5 for all languages analyzed, as expected from
Heaps law, but for Uc > 8 the b value significantly deviates from 0.5,
and for Uc > 1000 the b value begins to saturate approaching unity.
Considering that a1 < 2 implies f < 1 for all corpora, Figures 3 and 4
shows that we can confirm the relation b(Uc) < 1/f only for the more
pruned corpora that require relatively large Uc. This hidden feature of
the scaling relation highlights the underlying structure of language,
which forms a dependency network between the common words of
the kernel lexicon and their more esoteric counterparts in the unlim-
ited lexicon. Moreover, the function hNw/hNu , (Nu)b21 is a mono-
tonically decreasing function for b , 1, demonstrating the decreasing
marginal need for additional words as a corpora grows. In other
words, since we get more and more ‘‘mileage’’ out of new words in
an already large language, additional words are needed less and less.

Corpora size and word-use fluctuations. Lastly, it is instructive to
examine how vocabulary size Nw and the overall size of the corpora
Nu affect fluctuations in word use. Figure 5 shows how Nw(t) and
Nu(t) vary over time over the past two centuries. Note that, apart
from the periods during the two World Wars, the number of words
printed, which we will refer to as the ‘‘literary productivity’’, has been
increasing over time. The number of distinct words (vocabulary size)
has also increased reflecting basic social and technological
advancement8.

To investigate the role of fluctuations, we focus on the logarithmic
growth rate, commonly used in finance and economics

ri tð Þ:ln fi tzDtð Þ{ln fi tð Þ~ln
fi tzDtð Þ

fi tð Þ

! "
, ð7Þ

to measure the relative growth of word use over 1-year periods, Dt ;
1 year. Recent quantitative analysis on the distribution P(r) of word
use growth rates ri(t) indicates that annual fluctuations in word use
deviates significantly from the predictions of null models for lan-
guage evolution9.

Figure 2 | Allometric scaling of language. Scatter plots of the output corpora size Nu given the empirical vocabulary size Nw using all data (Uc 5 0) over
the 209-year period 1800–2008. Shown are OLS estimation of the exponent b quantifying the Heaps’ law relation Nw , [Nu]b.
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Marginal need for
new words 

(decreasing for b<1)



Using Heaps’ law to provide insight into the dependency structure between words105 106 107 108 109 1010
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Q: How does b change if we only include words with ui ⩾ Uc in our allometric 
scaling analysis??

As Uc increases the Heaps scaling exponent increases from b ≈ 0.5, approaching 
b ≈ 1, indicating that core “Kernel” words are structurally integrated into 
language as a proportional background, Nu(t) ~ Nw(t), quantifying how the 
kernel lexicon is the structural “glue” with larger marginal utility per word



Food for thought

• Digitization of historical archives is vastly extending our quantitative perspective on  history

• A vast amount o language belongs to an “unlimited” lexicon, consisting of highly specific 
contextual terminology. Consider that the common everyday words, roughly the top 30,000 
most used words which are used with a frequent of more than 1 per million, account for only 
1% of the English language vocabulary

• Words compete with irregular forms and synonyms in a competitive environment: 
“persistence” is gradually suffocating the use of “persistency”

• The growth of language is very sensitive to socio-political shocks, such as war. New words 
enter largely as a result of technological innovation,  but also due to shifts in social behavior: 
consider that the words “girlfriend” and “boyfriend” emerged only in the early 1960s, likely 
reflecting a sexual revolution which has major biological implications (e.g. disease spreading, 
birth rate, etc.). Also, the words “treehuggers” and “ecowarriors” emerged in the early 1990s 
in conjunction with the "save the earth" movement.

• The sustainability of new and old words likely reflects the word’s marginal utility as derived 
from the implicit dependency structure of language (grammar)

Thank You!
A special thanks to my collaborators:
Joel Tenenbaum, Matjaz Perc, 
Shlomo Havlin,  Gene Stanley
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Title: Using big data to quantify the evolution of written corpora at the micro 
and macro scale

Abstract: 

Generic evolutionary forces of survival and reproduction are believed to drive 
the evolution of language. Using the Google Inc. n-gram dataset spanning 
200+ years, we show patterns consistent with competitive dynamics at the 
level of individual words (tokens) as well as at the level of entire corpora. At 
the micro scale, we demonstrate tipping points in the life-cycle of new words, 
growth patterns consistent with competition for limited “market opportunities”, 
and evolutionary selection induced by modern editing software (Petersen et 
al, Sci. Reports 2012). At the macro scale we show that languages “cool as 
they expand”, a dynamic property that highlights periods of political conflict 
which are characterized by heightened levels of language fluctuations 
(Petersen et al, Sci. Reports  2013). We will show that these general 
methods can be extended to other evolving categorical systems such as the 
MeSH (Medical Subject Headings) vocabulary used by the United States 
National Library of Medicine.


